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Abstract—The increased resolution of Quad Full High Definition
(QFHD) offers significantly enhanced visual experience. However,
the corresponding huge data throughput of up to 530 Mpixels/s
greatly challenges the design of real-time video decoder VLSI with
the extensive requirement on both DRAM bandwidth and compu-
tational power. In this work, a lossless frame recompression tech-
nique and a partial MB reordering scheme are proposed to save the
DRAM access of a QFHD video decoder chip. Besides, pipelining
and parallelization techniques such as NAL/slice-parallel entropy
decoding are implemented to efficiently enhance its computational
power. The chip supporting H.264/AVC high profile is fabricated
in 90 nm CMOS and verified. It delivers a maximum throughput
of 4096x2160@60fps, which is at least 4.3 times higher than the
state-of-the-art. DRAM bandwidth requirement is reduced by typ-
ically 51%, which fits the design into a 64-bit LPDDR SDRAM in-
terface and results in 58% DRAM power saving. Meanwhile, the
core energy is saved by 54% by pipelining and parallelization.

Index Terms—DRAM bandwidth, embedded compression,
frame recompression, H.264/AVC, QFHD, ultra high definition,
video decoder.

I. INTRODUCTION

W HILE 1080p HD has already become a current standard
for various video applications including TV broad-

casting and home entertainment, even higher specifications
such as the 4Kx2K Quad Full High Definition (QFHD) format,
which delivers at least four times the data throughput of HD,
have been targeted by next-generation applications. To store
and transmit these mass video contents, video encoding and
decoding technologies are indispensable. Compared with the
previous coding standards, H.264/AVC [1], which provides
over two times higher compression ratio with better video
quality, is a promising tool for compressing these massive
data. With the enhanced coding efficiency, the complexity
of H.264/AVC is also much higher than that of the previous
standards. As a result, the huge data throughput along with

Manuscript received August 23, 2010; revised November 14, 2010; accepted
December 18, 2010. Date of publication March 10, 2011; date of current version
March 25, 2011. This paper was approved by Guest Editor Makoto Nagata. This
research was supported in part by the Knowledge Cluster Initiative (2nd Stage)
and Waseda University Ambient SoC Global COE Program of MEXT, Japan,
and by the JST CREST Project. The work of D. Zhou was supported by the
Japan Society of the Promotion of Science.

D. Zhou, J. Zhou, X. He, and S. Goto are with the Graduate School of In-
formation, Production and Systems, Waseda University, Kitakyushu 808-0135,
Japan (e-mail: zhou@fuji.waseda.jp).

J. Zhu, J. Kong, and P. Liu are with the Department of Electronic Engineering,
Shanghai Jiao Tong University, Shanghai, China.

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/JSSC.2011.2109550

the high algorithm complexity greatly challenges the design of
QFHD video decoder VLSI with the extensive requirement on
both memory bandwidth and computational power.

Thanks to the continuous advancement of VLSI technology, it
is now possible to integrate an ever-increasing number of tran-
sistors into one chip, which provides much stronger computa-
tional power. However, the off-chip memory (DRAM) band-
width is still critically limited to the number and physical de-
sign issues of I/O pins. Recently, design techniques such as
VBSMC [2], 2-D MC cache [3] and optimized DRAM con-
troller [4] and [5] have been applied in video decoder chips,
and contribute to over 50% DRAM bandwidth reduction. Even
with these optimizations, real-time H.264/AVC high-profile de-
coding for 1080p@60fps requires a DRAM configuration of
32-bit DDR-400 (1.6 GB/s) [6]. For QFHD 3840x2160@60fps
or 4096x2160@60fps, the required DRAM bandwidth increases
by at least 4 to 4.3 times proportionally to the throughput, to
be near 7 GB/s, which may require a DRAM configuration be-
yond 64-bit DDR2-800. Considering a complete video SoC [7]
will integrate other bandwidth-hungry components in addition
to the video decoder, such as video post-processing and display,
the total bandwidth requirement can hardly be handled even
with the fastest DDR3 SDRAM. Therefore, in designing QFHD
video decoder systems, the off-chip DRAM bandwidth should
be regarded as a primary performance bottleneck.

Besides, DRAM traffic dominates the power consumption of
video decoder systems, since the power dissipated for DRAM
access is usually several times larger than that for the video de-
coder chip core. Furthermore, the number of pins for DRAM
connection, which composes a large portion in a video decoder
chip’s total pin count, has a significant impact on both the wafer
and package cost of the chip. Therefore, the reduction of DRAM
bandwidth can also contribute to fabrication cost saving.

Most of the recent high-throughput video decoder chips [6],
[8]–[10] were targeted for 1080p applications. These chips re-
quires 100 to 120 MHz to perform 1080p@30fps decoding,
which means it is infeasible to simply scale up their clock fre-
quencies by over 8 times to achieve QFHD decoding.

In this paper, design of a 4096x2160@60fps video de-
coder chip for H.264/AVC high profile is presented. To solve
the DRAM bandwidth problem, two techniques, partial MB
reordering (PMBR) and variable-compression-ratio lossless
frame recompression (VCR-LFRC), are proposed. The PMBR
scheme allows part of the decoder pipeline to work in a mod-
ified MB scanning order, which saves the reference frame
read and line buffer access bandwidth. The VCR-LFRC ar-
chitecture compresses, locates and restores the frames stored
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Fig. 1. QFHD H.264/AVC video decoder chip block diagram.

in the DRAM, and thereby reduces the bandwidth for frame
data access. Moreover, various pipelining and parallelization
techniques for decoder core optimization are also presented.

The rest of this paper is organized as follows. Section II gives
an overview of the proposed video decoder system. Sections III
and IV present the DRAM bandwidth optimization techniques
of PMBR and VCR-LFRC respectively. Section V presents the
pipelining and parallelization techniques for decoder core op-
timization. Section VI shows the chip implementation results.
Finally, the conclusion is given in Section VII.

II. SYSTEM OVERVIEW

Fig. 1 shows the block diagram of the chip. The video de-
coder receives configurations and bit streams from the external
host processor through a host interface which is connected to
various components on a 32-bit system bus. On the other side,
a 128-bit bus is dedicated for DRAM access and is connected
to the external memory chips through a DRAM interface opti-
mized for video applications [4]. The two bus systems are linked
by a system-DRAM bridge. Additional components for a com-
plete video SoC, such like post-processing and display, can also
be added into this architecture by separating configuration and
DRAM access on these two bus channels.

For decoding a bit stream, it is first loaded into the entropy
decoder engines (EDs) for CABAC/CAVLC decoding. The re-
sults are then packaged and stored into a buffer system estab-
lished in the DRAM (SDP buffer) for use by the main decoder,
which contains the computational components subsequent to
entropy decoding. The buffer system is designed for three pur-
poses: 1) to balance the variation of decoding speed between
EDs (fast for P/B, but slow for I frames) and the main decoder
(fast for I, but slow for P/B frames), 2) to facilitate PMBR
(Section III), and 3) to facilitate NAL/slice-parallel entropy de-
coding (Section V-A).

The main decoder pipeline processes each MB in ideally 64
clock cycles. For DRAM bandwidth saving, the main decoder
works in a reordered MB scanning sequence (Section III), while
coding and restoring components are added after the deblocking
filter (DBF) and prior the the MC cache respectively, for lossless
frame recompression (Section IV).

III. PARTIAL MB REORDERING

To reduce the MC reference frame read (RFR) bandwidth
that composes the largest portion of the total DRAM bandwidth
of a video decoder, an effective approach is to reuse the over-
lapped data read from the reference frames. In H.264/AVC,
the use of variable-block-size inter prediction usually results
in a much larger reference block than the current block, which
significantly increases the overlapping of reference samples.
The previous works on 2-D MC cache [3], [5] contributed to
near 80% RFR bandwidth reduction from non-optimization,
or 60% reduction from VBSMC [2], by efficiently reusing the
overlapped reference samples inside each MB and between
horizontally neighboring MBs (horizontal reuse), as shown in
Fig. 2(a). However, under the standard line-by-line raster MB
scanning order, the cache is incapable of reusing the overlapped
reference samples between vertically adjacent MBs (vertical
reuse), unless a whole row of reference blocks is buffered into
the cache. For QFHD decoding with biprediction, the data
memory requirement for vertical reuse can be estimated to be
at least 192KB (16x4Kx1.5x2), while the total cache memory
requirement can be even larger if the tag memory and the influ-
ence of multiple reference frames are taken into consideration.
Consequently, the use of this memory may increase the total
area of a decoder by several times.

One method to reach a balance between vertical reuse and
cache memory size is to use a modified MB scanning order. In
[11], Chen et al. discussed an MB reordering method for the
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Fig. 2. Comparison between the raster and zig-zag MB scanning orders (a)
Raster MB scanning: horizontal reuse only. (b) Zig-zag MB scanning: hori-
zontal and vertical reuse.

video encoder to reuse vertically neighboring search windows.
This method is based on an MB-pipelining model, in which the
processing orders of all the pipeline stages including motion es-
timation and entropy coding are modified. This model works
for MPEG-4 or H.264/AVC (CAVLC only) encoding, but it is
hard to apply it to a video decoder because of the bit-to-bit de-
pendency of entropy decoding that has to follow the same MB
scanning order as the bit stream has been encoded.

To solve this problem, a partial MB reordering (PMBR)
scheme is proposed to enable the decoding pipeline to work in
two different MB scanning orders simultaneously. As shown
in Fig. 1, the decoder pipeline is divided into the entropy
decoder engines (EDs), and the main decoder that includes the
computational components subsequent to entropy decoding.
Fig. 3 shows the MB scanning orders for these two parts. The
EDs follow the regular raster decoding sequence to conform
to the standard. Meanwhile, the main decoder is connected to
EDs via the SDP (slice data package) buffer established in the
DRAM. The outputs of each ED are stored into 4 independent
FIFO-like SDP sub-buffers according to the mod-4-value of the
MB’s row number (vertical address), and the main decoder can
thereby select its input across different rows. Consequently, MB
scanning of the main decoder pipeline can be reordered to be a
zig-zag sequence performed inside each 4-row-of-MB region
of a picture, so that for each MB, both its horizontally and
vertically adjacent MBs either were recently, or will soon be
processed, for vertical reuse (Fig. 2(b)) with a reasonable cache
size. The zig-zag sequence also ensures that the neighboring
MBs (left, upper-left, upper and upper-right) required for intra
and MV decoding are processed prior to the current MB, for
conformance to the standard. By applying PMBR, around 20%
of the RFR bandwidth can be saved.

Besides vertical reuse, PMBR also contributes to saving the
line buffer read/write (LBRW) bandwidth for buffering the
last-4-line pixels required by the deblocking filter. After PMBR
is applied, the last-4-line information of the upper three rows
of MBs in each 4-row-of-MB region will soon be consumed by
the deblocking filter, instead of waiting until a whole row of
MBs is processed. Therefore, 3/4 of the LBRW access can be
bypassed via a small on-chip memory.

The number of MB rows across which the zig-zag re-
ordering is performed can also be replaced with numbers other

Fig. 3. Partial MB reordering.

TABLE I
IMPACT OF NUMBER ��� OF MB ROWS ACROSS WHICH

THE ZIG-ZAG REORDERING IS PERFORMED

than 4. As shown in Table I, the larger is, the larger portion
of the vertically overlapped reference samples can be reused,
and the more LBRW access can be bypassed. In the meanwhile,
with a larger , the required cache size to achieve optimum re-
sults increases drastically. In this work, is selected as a
balance.

The data stored in the SDP buffer are the decoded MB-layer
syntax elements (listed in 7.3.5 of [1]) such as MB types,
intra prediction modes, reference indices, motion vector differ-
ences, and residuals. The syntax elements (SEs) are packaged
using variable length coding before stored into the buffer, and
de-packaged by the Demux component of the main decoder.
Specifically for the residuals, the run/level values of each
non-zero coefficient, instead of the original residual SEs spec-
ified by CAVLC or CABAC, are transmitted for complexity
reduction.

For each slice, after the entropy decoding process is launched,
the start addresses of the 4 SDP sub-buffers are returned from
the ED to the host processor. These addresses are then used by
the processor to configure the main decoder, for the latter to
identify the start position of SDP read.

For frames partitioned into multiple slices, it is possible that
the MBs in a 4-row-of-MB region belong to various slices. In
this case, the MB scanning of the main decoder still follows
the zig-zag order, but the order only applies to the MBs inside
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Fig. 4. Zig-zag reordering for frames partitioned into multiple slices.

the current slice, while those outside the current slice should be
skipped, as shown in Fig. 4.

IV. VCR LOSSLESS FRAME RECOMPRESSION

The basic idea of frame recompression (FRC) is to compress
the reference frames before storing them into the DRAM, and
then decompress the required data after fetching them back
for motion compensation, so as to save the DRAM traffic. The
design of FRC architectures is challenged by several critical
constraints. 1) Random access must be supported within the
compressed frames, otherwise extra memory traffic will be
incurred because every time only a certain part of the frame
data is needed. 2) DRAM access is usually with a long latency
therefore the algorithms with high data dependency must be
carefully used. 3) Real-time video decoding, especially for
the QFHD application, requires high-speed compression and
decompression circuits with relatively low power and area
overhead for FRC.

As a result, most of the previous works [12]–[16] on this topic
adopted a fixed-compression-ratio (FCR) model, which is to di-
vide the original frames into small partitions and compress each
of them to be equally sized. Although this model provides a
straightforward approach to support random access, its short-
comings are also apparent. One one hand, some partitions may
have a higher potential for compression, whereas can only be
compressed in the designated but relatively lower compression
ratio, which leads to the degradation of compression efficiency.
On the other hand, image quality loss is inevitable for parti-
tions incapable for fitting into the designated compression ratio
in a lossless manner, while the consequent drift error from the
quality loss of reference frames can be an even more critical
problem.

In [17], a frame recompression architecture that can support
lossless mode for the video encoder was discussed. But the large
partition size (16x16 pixels) applied for this architecture makes
it inefficient for a video decoder, which has much more complex

frame access patterns than the video encoder. Furthermore, its
low processing speed (CIF@30fps/10 MHz) limits its applica-
tions in high-throughput systems such as for QFHD.

In this work, a variable-compression-ratio (VCR) lossless
frame recompression (LFRC) scheme is applied, which can
achieve considerable DRAM bandwidth reduction for the frame
write (FW) and reference frame read (RFR) traffic. To support
random access with VCR storage, a memory mapping method
and the corresponding architecture framework are proposed
and presented in Section IV-A. To achieve the requirement
of high throughput, a DPCM-based semi-fixed-length coding
method with reduced algorithm dependency is proposed for
compressing and decompressing the frame data, which is pre-
sented in Section IV-B. Section IV-C discusses the video output
problem with VCR-LFRC.

A. Memory Mapping for VCR-LFRC

Figs. 5 and 6 show the two levels of the memory mapping for
supporting random access with VCR, which is similar to that
in [18] and [19]. A partition is a basic unit for compression,
consisting of an 8x4 luma block and two corresponding 4x2
chroma blocks under 4:2:0 sampling. Without compression, a
partition requires 384 bits for storage. As shown in Fig. 5(a), a
frame is divided into groups, each of which contains 4 vertically
adjacent partitions.

After compression, the mapping of groups keeps unchanged
so that each partition can be randomly located to the group
level. Inside one group, partitions are compressed and organized
compactly with part of the group area left blank, as shown in
Fig. 5(b). The blank space decreases the opportunity for consec-
utive vertical access which leads to extra scheduling overhead
of the DRAM controller. Therefore, as shown in Fig. 5(c), for
each pair of vertically adjacent groups, the data in the upper and
lower groups stick to the same end, so as to connect with each
other. Moreover, to comply with the data flow of H.264/AVC’s
deblocking filter, the groups are designed to be with a 4-pixel
vertical offset to the MBs.

To fetch a compressed partition without useless DRAM ac-
cess, its length (size in bits) and start address inside a group
are also required, as shown in Fig. 6. Therefore, the lengths of
partitions are also stored into the DRAM, so that two steps for
fetching lengths and compressed partitions can be processed in
a pipeline to solve the latency problem. The start addresses of
all the partitions inside a group can be derived by accumulating
the lengths.

As shown in Fig. 7(a), for the first three partitions in each
group, the corresponding lengths (L0, L1 and L2) are recorded
in 9 bits for each to cover the range from 0 to 384 bits. If the par-
tition size after compression is equal to or larger than 384 bits,
the length will be specified as 384 and the original represen-
tation for this partition, instead of the compressed one, will be
stored. For the length of the last partition (L3), only the number
of remaining words (0 to 3, 128 bits for each), instead of the
detailed size in bits, is needed to be recorded in 2 bits. There-
fore, the four partition lengths of one group can be packed into
32 bits (including three reserved bits). As shown in Fig. 7(b),



ZHOU et al.: A 530 MPIXELS/S 4096X2160@60FPS H.264/AVC HIGH PROFILE VIDEO DECODER CHIP 781

Fig. 5. Group level memory mapping for supporting random access with VCR. (a) Original full mapping. (b) Mapping of compressed groups. (c) Symmetric
mapping of compressed groups.

Fig. 6. Partition level memory mapping for supporting random access with
VCR.

Fig. 7. (a) Bit allocation, (b) word organization, and (c) cache line organization,
for partition lengths. (a) Lengths of 1 group. (b) One word: lengths of 4 groups.
(c) One cache line: 4 words.

the lengths of a 2x2 array of groups are further packed into a
128-bit word for storage in the DRAM.

To reduce the DRAM bandwidth overhead for loading
lengths, a dedicated length cache is implemented. As shown in

Fig. 8. Block diagram of VCR-LFRC restoring component.

Fig. 7(c), each cache line contains 4 words or the lengths of a
8x2 array of groups. The length cache is fully associative and
follows the FIFO replacement policy to buffer 32 latest loaded
cache lines, with a total size of 2KB.

Fig. 8 shows the block diagram of the VCR-LFRC restoring
component inserted transparently between the MC cache and
the DRAM interface. The request for partitions from the MC
cache is first checked by the length cache unit. If the lengths
of the requested partitions are missing, the length cache issues
DRAM request to fetch them. The lengths are then used by an
address translation unit to transfer the partition request into the
compressed domain, and issued to the DRAM interface. Finally,
the fetched partitions are restored by the decompress core unit,
and sent back to the MC cache. To conceal the DRAM access la-
tency, FIFO queues are inserted between the units for pipelining.

B. DPCM-Based Semi-Fixed-Length Coding

For 4096x2160@60fps decoding at 175 MHz, the required
throughput of the VCR-LFRC compression unit should be at
least 3 pixels/cycle (4096x2160x60/175M). For B frames, the
throughput requirement for the decompression unit, which de-
pends on the data traffic from the DRAM to MC cache, can
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Fig. 9. DPCM-based semi-fixed-length coding algorithm.

be more than two times higher than that for compression. Fur-
ther taking into consideration the usually uneven distribution of
the decompression workload, a high parallelism of around 10
pixels/cycle, or 15 samples/cycle under 4:2:0 sampling, is re-
quired to ensure real-time processing.

Therefore, an efficient coding algorithm is needed to support
architecture design. Variable length coding (VLC) is a widely
used method for low-cost lossless data coding. But the VLC
algorithms are usually with very high bit-to-bit and word-to-
word data dependency, which results in either a long critical
path of the arithmetic circuits, or a multi-cycle pipeline filled
with bubbles.

To solve this problem, a DPCM-based semi-fixed-length
coding algorithm is proposed, as shown in Fig. 9. For each
partition, DPCM scan is first performed on the Y, Cb and
Cr blocks of the partition to reduce spatial redundancy. The
DPCM residuals are then divided into 2x2 sub-blocks and a
coding mode for each sub-block is decided according
to its maximum and minimum residual values. Based on ,
residuals inside sub-blocks are coded (to be ) according to
the semi-fixed-length code table, except that for each of the
Y, Cb and Cr blocks the top-left sample keeps its original
8-bit representation to serve as a starting point for DPCM
scan. For between 2 and 6, the values representable by

can either be within or .
Therefore, for each sub-block, if any of the residuals equal to

or , a trailing bit will be added to denote the
sign of the specific residual(s). The bits in , , and are
assembled to be the finally compressed representation of the
partition.

For each coded partition, the bit lengths of and are
fixed. Then the length of for each sub-block is fixed with

given. The length of can be derived by subtracting the
partition length to the sum of , and . As a result, the ex-

tensive dependency in conventional VLC such as Exp-Golomb
and Unary can be replaced by the slight dependency between
and , so that the parallelism of the decompression unit can be
significantly improved. Moreover, the proposed algorithm also
outperforms VLC on coding efficiency by utilizing the locality
of DPCM residuals, instead of coding every residual in a uni-
versal form.

Fig. 10 shows the 5-stage pipelined architecture for VCR-
LFRC decompress core. In stage 1, the input data are latched
to three registers for the (DPCM start points), (coding
modes), and (coded residuals and trailing bits) parts of
the compressed partition. In stage 2, a cascaded tree of small
barrel shifters (BS) splits the compactly stored coded residuals

for a 4x4 block to the 2x2 sub-block level, which is further
split and decoded to independent residuals in stage 3. In stage
4, trailing bits are decoded and used to determine the signs
of the residuals. Finally, DPCM inverse scan is performed in
stage 5 to generate the complete samples. Owing to the reduced
algorithm dependency of semi-fixed-length coding, the pipeline
achieves a parallelism of 16 samples, or 10.7 pixels per cycle,
which can meet the requirement of our QFHD video decoder.

Fig. 11 shows the the DRAM bandwidth reduction results by
applying VCR-LFRC. According to various sequence features
and QP values, bandwidth reduction for frame write ranges from
43% to 65%, while reference frame read bandwidth is saved by
37% to 62%.

C. Video Output With VCR-LFRC

For a complete video system, it is meaningful to consider
how the decoded video data are output. This can be difficult
because video display usually follows a line-by-line pixel flow
while the proposed VCR-LFRC compresses the frames based
on partitions which are 2-D blocks. This problem is considered
according to two types of organizations of the video system.
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Fig. 10. 5-stage pipelined architecture for VCR-LFRC decompress core. BS
denotes “barrel shifter”. SS denotes “sub-block splitting”. TC denotes “trailing
bit compensation”.

In the type 1 organization, two separate buffers are used to
store the reference frames and display frames, respectively. In
this case, the proposed VCR-LFRC method can be applied to
the reference frame buffer. Meanwhile, a line-based frame re-
compression method such as [20] that fits the line-by-line flow
of video display, can be suitable for reducing the DRAM band-
width of the display frame buffer.

In the type 2 organization, the decoded frames are not
directly displayed. Instead, post-processing units such as the
video scaler, out-loop deblocking filter and image enhancer
read the decoded frames from the DRAM and store back the
processing results for display. In this case, the data input flow
of these units can be partition-by-partition, so that the same
decompress unit as designed for motion compensation can be
used before post-processing. Then, the data output flow of the
post-processing units can be organized to be a line-by-line
compatible format, either with or without line-based frame
recompression, for display.

V. PIPELINING AND PARALLELIZATION

This section presents the pipelining and parallelization
techniques to meet the computational power requirement of

Fig. 11. DRAM bandwidth reduction for reference frame read (RFR) and
frame write (FW) by applying VCR-LFRC. (a) RFR bandwidth reduction.
(b) FW bandwidth reduction.

the QFHD video decoder. In Section V-A, a NAL/slice-parallel
entropy decoding scheme is discussed. Section V-B presents
the parallelization of the main decoder.

A. NAL/Slice-Parallel Entropy Decoding

CABAC is the performance bottleneck of entropy decoding.
Owing to the high bit-to-bit algorithm dependency, most of the
previous CABAC decoder architectures can process only one
regular bin in each cycle, which are unable to meet the require-
ment for QFHD applications. In [21], a multi-bin architecture
based on branch selection was proposed, but at the cost of a long
critical path and an area increase faster than the performance
gain. Some other contributions [22]–[24] focused on low-de-
pendency CABAC algorithms. Due to their modifications on the
decoding specification, however, design for the current standard
can not yet benefit from these progresses.

Therefore, a scheme for parallelizing multiple independent
entropy decoder engines (EDs) is considered. Usually for multi-
core video encoders, a frame is divided into multiple slices and
in each slice one thread of entropy coding can be performed,
so as to achieve a high overall performance. Nevertheless, this
method can not be applied to this work, since a generic video
decoder should give support to various configurations, instead
of assuming whether or how the frames are partitioned to slices.

For the proposed scheme, parallelism of entropy decoding is
achieved by utilizing the NAL (network abstraction layer) struc-
ture of H.264/AVC. As shown in Fig. 12, prior to entropy de-
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Fig. 12. The framework for NAL/slice-parallel entropy decoding.

Fig. 13. An example of the NAL/slice-parallel processing schedule.

coding, the source bit stream first goes through a bit stream pro-
cessor (BSP). BSP divides the stream into NAL units (NALU)
by searching the NAL start code with a speed of one byte per
cycle. The results are then written into an NALU buffer. The
NALUs are classified into two categories including parameter
NALUs and slice NALUs. The parameter NALUs containing
the sequence- or picture-level parameters, together with the slice
header part of the slice NALUs, are processed by the software
(SW) built on the host processor, which generates the configura-
tions for EDs and the main decoder. The slice data part of slice
NALUs is processed by the multiple EDs, and full parallelism
can be achieved when more than N-1 slice NALUs have been
stored in the NALU buffer, where equals to the number of
EDs. The results of EDs are packaged and written into an SDP
(slice data package) buffer for use by the main decoder.

Fig. 13 shows an example of the NAL/slice-parallel pro-
cessing schedule, where two EDs are parallelized. ED0 and
ED1 can start processing and , when only part of the
corresponding NALUs are ready in the NALU buffer. is
larger in size than . Therefore, even if ED1 is launched
posterior to ED0, the former can complete the first slice prior to
the latter. In this case, ED1 will start processing the next slice

, instead of waiting for ED0, to avoid pipeline bubbles. The
main decoder always sticks to the standard slice order, and can
also start processing when only part of the results of EDs are
ready in the SDP buffer.

In this design, two EDs are parallelized to obtain an overall
entropy decoding throughput of over 240 Mbit/s at 175 MHz

for 4096x2160@60fps, while even higher throughput can be
achieved by increasing the clock frequency.

B. Main Decoder Parallelization

The main decoder subsequent to EDs, as shown in Fig. 1,
processes each MB in ideally 64 clock cycles. The IT, Param-
eter Decoder, Reconstruct, Deblocking Filter (DBF) and LFRC
Coding components deliver a constant throughput for each MB
in 64 cycles. A 4x4-block-based processing flow is applied
for these components, which outperforms the conventional
MB-based flow by eliminating the stall cycles across MB
boundaries. The Demux, IQ, MC Cache, Interpolation, Intra
and LFRC Restoring components deliver variable throughput
according to the sequence features, with the average processing
time for each MB less than 64 cycles. The proposed architecture
achieves high area and power efficiency mainly because of two
reasons.

Firstly, most components of the main decoder are designed
to share the same and fixed throughput of 64 cycles/MB, while
the previous designs usually consist of components with dif-
ferent speeds. Considering the system performance is restricted
by its slowest component, the fixed-throughput design effec-
tively reduces the idle time of faster components. As shown
in Table II, in the proposed main decoder architecture, most
components can achieve high pipeline utilization from 85.5%
to 93.9%. The utilization is lower for B frames, because the
DRAM bandwidth instead of core performance becomes the
system bottleneck during B frame decoding. It is also relatively
hard for the Interpolation and LFRC Restoring components to
achieve high pipeline utilization for average cases, since the
data throughput for motion compensation varies significantly
according to the sequence features and the architecture should
therefore be over-designed for the worst cases.

The high parallelism is the other factor that contributes to im-
proving the core energy efficiency, which is also discussed in a
previous work for a 720p H.264/AVC decoder [25]. Compared
to other designs which process one MB in around 300 clock cy-
cles, the proposed high-parallelism pipeline requires more sil-
icon area for computational logic. However, with parallelism
enhanced, control logic does not usually tend to increase. As a
result, in spite of the increase of total area, area and power effi-
ciency can be improved. Besides, in the IT, Intra, Interpolation,
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TABLE II
PIPELINE UTILIZATION OF MAJOR COMPONENTS OF THE MAIN DECODER FOR

VARIOUS FRAME TYPES (INTOTREES.264, IBBP 10 FRAMES, 166 MHZ).

Fig. 14. DRAM bandwidth and DRAM power reduction (IntoTrees.264, IBBP
60 frames).

Reconstruct and DBF components, independent architectures
are implemented to process luma and chroma samples in par-
allel. This results in a 1.5x throughput improvement with slight
area increase, since the chroma logic is originally implemented
as independent circuits in most of the previous luma-chroma se-
rial designs.

VI. IMPLEMENTATION RESULTS

A. DRAM Bandwidth Saving

Fig. 14 summarizes the DRAM bandwidth reduction results.
By applying PMBR, 21% bandwidth for reference frame read
and 75% for line buffer read/write can be saved, which conse-
quently contributes to an overall bandwidth reduction of 22%.
After applying VCR-LFRC, the bandwidth for reference frame
read is further reduced by 43% on the basis of PMBR, while
the frame write bandwidth is also reduced by 51%. Due to the
use of a length cache, the overhead for length read/write is very
small, only 3.2 M words/s. Taking this part into consideration,

TABLE III
CHIP SPECIFICATION

total DRAM bandwidth decreases by 38% compared to PMBR
alone, or 51% compared to only using the optimization tech-
niques in [6] (MC cache and DRAM controller optimization).

The consequent DRAM power reduction is estimated by
applying the model in [26], with the configurations shown in
Table IV. For [6], the average bandwidth is 147.4 M words/s
(one word contains 16 bytes). Considering the DRAM con-
trol overhead and the unbalanced distribution of bandwidth
requirement, a 64-bit DDR2 SDRAM configuration at no less
than 333 MHz is needed to ensure real-time decoding, which
dissipates 1317 mW. By using PMBR, the required frequency
and power dissipation is reduced to 266 MHz and 1090 mW, re-
spectively. By combining PMBR and VCR-LFRC, the DRAM
frequency can be reduced to 166 MHz. Since the frequency
is lower than 200 MHz, the system can fit into an LPDDR
configuration for further power saving. As a result, while the
total DRAM bandwidth is reduced by 51%, DRAM power
drops to 555 mW, saved by 58% from [6].

Fig. 15 shows the decoding time reduction by DRAM band-
width saving. When VCR-LFRC is off (PMBR on), DRAM ac-
cess is a system bottleneck for B frames, which severely re-
stricts the overall performance. After VCR-LFRC is turned on,
decoding time for B frames is saved by an average of 25%
and the processing speed for various frame types can be almost
balanced. Consequently, the system can easily ensure the time
budget for real-time performance.

B. Chip Features

A prototype chip of the QFHD video decoder [27] is fabri-
cated with SMIC 90 nm G 1P9M CMOS technology. Fig. 16
and Table III show the chip micrograph and specification,
respectively. A 64-bit LPDDR/DDR2 SDRAM interface is
implemented on the chip for connection with the external
memory. The chip die size is 4x4 mm including DDR PHY,
DDL, PLL, and the decoder core that contains 662K logic
gates and 59.6KB on-chip memory. PCB-based est shows the
chip is able to work at up to 220 MHz. At 175 MHz, the target
throughput of 530 Mpixels/s is achieved. Power dissipation of
the decoder core for 4096x2160, 3840x2160 and 1920x1080 at
60fps are 189 mW, 176 mW and 48 mW, respectively.

Fig. 17 shows the breakdown of core power dissipation. The
power consumed by the LFRC coding and restoring components
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Fig. 15. Decoding performance w/ and w/o VCR-LFRC (IntoTrees.264, IBBP 10 frames, 166 MHz).

TABLE IV
CONFIGURATIONS FOR DRAM POWER ESTIMATION

Fig. 16. Chip micrograph.

composes only 10% of the total core power, which is very small
compared to the DRAM power reduction by applying VCR-
LFRC.

Fig. 17. Breakdown of core power consumption (166 MHz, IBBP frames, post-
synthesis simulation).

C. Chip Comparison

Table V shows the comparison between this work and
the state-of-the-art. The proposed video decoder delivers
a maximum throughput of 530 Mpixels/s for real-time
4096x2160@60fps decoding at 175 MHz, which is 4.3 to
8.5 times faster than the previous chips [2], [6], [10]. With the
decoding throughput significantly enhanced, this design keeps
a comparative DRAM configuration as the previous works,
which is achieved by the proposed DRAM bandwidth reduc-
tion techniques of PMBR and VCR-LFRC. The normalized
DRAM power is saved by at least 58%, from 2.64 pJ/pixel to
1.11 pJ/pixel. Meanwhile, owing to the efficient parallelization
techniques, normalized core energy with technology scaling is
reduced by at least 54%, from 0.79 pJ/pixel to 0.36 pJ/pixel. As
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TABLE V
COMPARISON WITH THE STATE-OF-THE-ART VIDEO DECODER CHIPS

a result, the overall system power efficiency can be more than
doubled.

VII. CONCLUSION

This paper discusses the design of an H.264/AVC high pro-
file video decoder in 90 nm CMOS. Its maximum throughput
reaches 4096x2160@60fps, or 530 Mpixels at 175 MHz, which
is at least 4.3 times faster than previous designs. To reduce
the huge DRAM bandwidth requirement, the PMBR and
VCR-LFRC techniques are proposed, which typically save
bandwidth by 22% and 38% respectively. Therefore, a total
bandwidth reduction of 51% is achieved, which leads to 58%
saving of DRAM power. Meanwhile, by using various effi-
cient parallelization techniques, the core energy is also saved
by 54%, when compared to previous works with technology
scaling taken into consideration.
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