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Abstract—This paper addresses the source association (SA), di-
rection of arrival (DOA), and fading coefficients (FCs) estimation
problem in multipath environment. First, we establish a rank re-
duction property for a multipath signal model with the existence
of multiple groups of coherent signals. Subsequently, based on
this property, effective algorithms for SA, DOA, and FCs estima-
tion have been developed. The proposed DOA and FCs estimation
methods exploit the multipath structure information to achieve
improved accuracy. The new DOA estimation methods work well
even in the case that the DOAs of the multipath signals associ-
ated with different sources are (nearly) overlapped. Meanwhile,
the new methods are applicable to arbitrary array geometry while
without decreasing the effective array aperture. Then, the stochas-
tic Cramér–Rao bound on DOA and FCs estimation of multipath
model (MCRB) exploiting the multipath structure information is
derived in closed form. Numerical simulations have been provided
to demonstrate the effectiveness of the proposed methods.

Index Terms—Cramér–Rao bound, multipath propagation, co-
herent signals, fading coefficients, direction-of-arrival estimation.

I. INTRODUCTION

D IRECTION-OF-ARRIVAL (DOA) estimation using an
array is a fundamental problem in modern signal process-

ing, which has found wide applications in radar, sonar, wireless
communications, geophysics, and acoustic tracking [1]–[3]. In
the past few decades, this problem has been extensively stud-
ied and many methods have been proposed, such as subspace-
based approaches [4], [5], sparse-representation based methods
[6]–[11], and maximum likelihood (ML) methods (see [1] and
references therein).

This work mainly focuses on DOA estimation for coher-
ent signals in multipath environments. In practical multipath
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environments, some of the incident signals from distinct direc-
tions may be coherent with each other. In this scenario, the
popular subspace-based methods can be extended to be appli-
cable by adopting decorrelation preprocessing. For example,
forward/backward spatial smoothing (FBSS) [5] and Toeplitz
approximation [12] techniques can be used for uniform linear ar-
ray (ULA), whilst central-symmetric-property based techniques
(also known as spatial differencing method [13]) can be used for
uniform circular array (UCA) [14] and ULA [15]–[21]. In the
spatial differencing based methods [13]–[21], the DOAs of the
uncorrelated and coherent signals are estimated separately, and
the maximum number of sources processed by these methods
can potentially exceed the number of array elements.

These spatial smoothing based methods are simple and ef-
ficient, but spatial smoothing would reduce the effective array
aperture and lead to performance limitation. To address this
problem, the ML methods [22], which have excellent asymptotic
and threshold performance, can be applied in the presence of
coherent signals. Moreover, the method of direction estimation
(MODE) [23], [24], which is derived as large-sample realization
of the ML method, and the enhanced principal-singular-vector
utilization for modal analysis (EPUMA) [25] are also appli-
cable. In addition, there are a number of sparse-representation
based methods proposed recently [6]–[11], which work well in
the presence of coherent signals.

Coherency among incident signals is usually considered as
a nuisance property for DOA estimation. The main goal of
this work is to develop more accurate DOA and fading coeffi-
cients (FCs) estimation algorithms via exploiting the coherency
structure information in the incident signals. FCs are useful for
analyzing the characteristic of multipath channels. In a previous
work [26], it has been shown that, based on a coarse DOA es-
timation and the source association (SA) information obtained
via the simple thresholding method [27], DOA and FCs esti-
mation can be improved by exploiting the coherency structure
information.

While the work [26] considers ULA and uses a spatial
smoothing approach for DOA estimation, the proposed methods
in this work apply to arbitrary array geometry without reduc-
ing the effective array aperture. Meanwhile, a more generalized
scenario, where the signals from distinct sources may arrive
at some (nearly) common DOAs, has also been considered in
this work. For this generalized scenario, none of the traditional
DOA method applies due to resolution limitation. The main
contributions are as follows.
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First, we establish a rank reduction property for multipath sig-
nal model (termed as MRARE property). The MRARE property
together with the ambiguity properties is the theoretical basis of
the new algorithms which can exploit the coherency structure to
improve DOA and FCs estimation performance.

Second, based on the MRARE property and a coarse DOA
estimation, efficient algorithms for SA, refined DOA and FCs
estimation have been developed for two scenarios. 1) In the first
one, all the signals are assumed to be well separated, which is
a common assumption in traditional methods. In this case, we
first propose a combinational optimization based SA estimator,
which avoids the parameter selection problem in [27]. Then, the
DOAs of each source are refined by multiple one-dimensional
(1-D) searching. Finally, the FCs are obtained in closed-form.
2) The second scenario is more generalized in that, the signals
of each source are well separated but the signals from distinct
sources may arrive at some (nearly) common DOAs. For this
generalized case, we propose an algorithm to jointly estimate
the SA, refined DOA and FCs by a sequential procedure.

Third, we provide a closed-form expression of the stochastic
Cramér-Rao bound (CRB) for DOA and FCs estimation under
multipath model, which is termed as MCRB. Furthermore, we
provide some analysis on the derived MCRB in comparison
with the standard stochastic CRB for DOA estimation [22],
termed as GCRB, which does not exploit the multipath structure
information. This MCRB has also been analyzed in [26], but it
is not concentrated to the only interested DOA and FC block of
the parameters.

Finally, various experiments have been conducted to evalu-
ate the new methods in comparison with several state-of-the-
art methods. The results demonstrated that the new algorithms
can closely approach the MCRB in a wide signal-to-noise ra-
tio (SNR) range and significantly outperform the compared
algorithms.

The rest of this paper is organized as follows. Section II
introduces the multipath signal model. Section III presents
some useful properties of the subspace under multipath sig-
nal model. Estimation methods are presented in Section IV.
Section V provides a closed-form expression of MCRB and
some analysis on the MCRB. Section VI evaluates the proposed
methods via simulations. Finally, Section VII concludes the
paper.

II. MULTIPATH MODEL

Consider an array with M omni-directional sensors and K
far-field narrowband sources located in different azimuth angles
θ11 , θ21 , . . . , θK 1 . Suppose that the signal emitted by the k-th
emitter through Pk paths impinging on the array from distinct di-
rections θk1 , θk2 , . . . , θkPk

, and the corresponding incident sig-
nals are sk1(t), sk2(t), . . . , skPk

(t), respectively. It is assumed
that the intersection between the set composed of the DOAs of
all the direct signals and the set composed of the DOAs of all
the indirect signals is empty. Meanwhile, all the virtual sources
are assumed to be far-field and point sources. Without loss of
generality, we assume that P1 ≤ P2 ≤ . . . ≤ PK and there are
in total Dp sources that through p paths impinging on the array.

Then the total number of incident signals is

KS =
K∑

k=1

Pk =
PK∑

p=1

pDp. (1)

Based on the above assumptions, the total number of distinct
DOAs KD may be less than KS .

Suppose that the incident signals corresponding to a same
source are coherent with each other [13]. We can write sk (t) =
ck sk1(t), where sk (t) = [sk1(t), sk2(t), . . . , skPk

(t)]T and
ck = [ck1 , ck2 , . . . , ckPk

]T with ckq and (·)T denoting the FC of
the signal skq (t) relative to sk1(t) and the transpose operator, re-
spectively. Clearly, we have ck1 = 1 for any k ∈ {1, 2, . . . ,K}.
The M × 1 array output at time t, denoted by y(t), can be
expressed as

y(t) = Bs(t) + n(t), t = 1, 2, . . . , T, (2)

where s(t) = [s11(t), s21(t), . . . , sK 1(t)]T , T is the number of
snapshots, and n(t) ∈ CM×1 is additive noise. It is assumed
that the noise vector n(t) is a white Gaussian process with
mean zero and covariance E{n(t)nH (t)} = σ2

nIM , where σ2
n ,

E{·}, (·)H and IM denote the noise power, expectation op-
erator, conjugate transpose and the M ×M identity matrix,
respectively. Moreover, the noise is uncorrelated with s(t), i.e.,
E{s(t)nH (t)} = 0, where 0 denotes the matrix of all 0s with
a proper size. The matrix B = [b1 ,b2 , . . . ,bK ] represents the
virtual array manifold, and the virtual steering vector bk is a
linear combination of the steering vectors corresponding to the
k-th source, which can be formulated as

bk = A (θk ) ck (3)

with

A (θk ) = [a(θk1),a(θk2), . . . ,a(θkPk
)] ,

where θk = [θk1 , θk2 , . . . , θkPk
]T and a(θ) is the steering vec-

tor of the array towards direction θ.
The array covariance matrix is given by

RY = E{y(t)yH (t)} = BRSBH + σ2
nIM

= A(ηθ )CRSCH AH (ηθ ) + σ2
nIM , (4)

where ηθ = [θT
1 ,θT

2 , . . . ,θT
K ]T , C = blkdiag(c1 , c2 , . . . , cK )

and RS = E{s(t)sH (t)} ∈ CK×K is the source covariance
matrix. Under the assumption that the source signals are sta-
tistically independent and uncorrelated with each other, RS is a
diagonal matrix consisting of the source signal powers σ2

1 , σ2
2 ,

. . . , σ2
K .

Based on the received data {y(t)}Tt=1 and a coarse DOA
estimation, the objective is to determine the SA, a refined DOA
estimation and the corresponding FCs. The SA is defined as a
set that composed of K elements, where each element in the SA
set is a group of DOAs. SA estimation is to classify a coarse
DOA estimates into K groups.

From R1 in Section III, the virtual array manifold B is of full
column rank in certain conditions, traditional source number
estimation algorithms, such as MDL and AIC [28], can be nat-
urally extended to identify K. Thus, K is assumed to be known
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in this paper. In multipath environment, KD can be estimated
by a non-parametric (or semi-parametric) method such as [9]
and [29]. However, an implicit assumption used in these meth-
ods is that any two distinct DOAs are well separated. In this
paper, the basic assumption is that the DOAs corresponding to
each source are well separated. Under this relaxed assumption,
the DOA separations of some incident signals may be too small
to be resolved by the existing methods, and then the estimated
value of KD (denoted by K ′D ) may be smaller than the true
value of KD . Nevertheless, the proposed method is capable of
handling this circumstance. A more detailed discussion on this
point is provided in IV.

III. MRARE PROPERTY

In the presence of multipath propagation, due to the rank
deficiency resulting from signal coherency, the signal subspace
is no longer spanned by the eigenvectors corresponding to the
KD largest eigenvalues of RY . The methods proposed in [15]–
[21] commonly assume that the signal subspace is spanned by
the eigenvectors corresponding to the K largest eigenvalues of
RY . But this assumption has not been theoretically justified.
In the following, we first provide a sufficient condition for this
property.

R1: Suppose that the array is unambiguous, and the
DOAs of incident signals satisfy the assumption provided in
Section II. The virtual array manifold B is of full column rank
when KD ≤M .

Proof: See Appendix A. �
Denote the eigenvalue decomposition (EVD) of RY by

RY = USΣSUH
S + UN ΣN UH

N , (5)

where ΣS ∈ RK×K is a diagonal matrix consisting of the K
largest eigenvalues {λk}Kk=1 , ΣN ∈ R(M−K )×(M−K ) is a di-
agonal matrix consisting of the M −K smallest eigenvalues
{λk}Mk=K +1 . Provided that the matrix B is of full column
rank, US ∈ CM×K spans the signal subspace whose columns
are the eigenvectors corresponding to the K largest eigenval-
ues and UN ∈ CM×(M−K ) spans the noise subspace whose
columns are the eigenvectors corresponding to the M −K
smallest eigenvalues. Then, we have span(B) = span(US ) =
null(UH

N ), and

UH
N A (θk ) ck = 0; k = 1, 2, . . . ,K. (6)

An important observation follows from (6) is that if

M −K ≥ max {P1 , P2 , . . . , PK } = PK , (7)

then UH
N A(θ) is not of full column rank for θ ∈ {θ1 , θ2 , . . . ,

θK } .= St . Moreover, we have the following result.
R2: Under the assumption of the multipath model in

Section II, assume Pk ≤M −K and KD ≤M , then we have

rank
(
UH

N A(θk )
)

= Pk − 1. (8)

Proof: See Appendix B. �

From R2, we can construct the following cost function for
DOA estimation

J1(θ,UN ) = 1/eigmin
(
A(θ)H UN UH

N A(θ)
)
, (9)

where eigmin(·) denotes the minimum eigenvalue. Since differ-
ent combinations of the elements of a fixed θ would result in
a same value of J1 , the searching range needs to be restricted,
such as by enforcing that the elements of θ are distinct and in
ascending order. This is an implicit condition for all the analysis
based on (9) in the following. Interestingly, J1 does not depend
on the unknown FCs, and in the particular case that there exists
no multipath, (9) degenerates to the cost function of the classic
MUSIC method [4].

Obviously, the cost function (9) may have some false peaks,
which would lead to ambiguities in DOA estimation. For ex-
ample, if we define θ = [αT ,βT ]T , then for any α ∈ St the
matrix UH

N A (θ) drops rank. This kind of ambiguity is called
type I ambiguity in this paper, which is unfavorable in DOA
estimation. However, we find that it still has the following two
meaningful properties.

R3: If Pk + KD ≤M,k ∈ {1, 2, . . . ,K}, then θk must be a
local peak of the function J1 .

Proof: See Appendix C. �
R4: Assume that KD + i ≤M (i = P1). The conditions that

there exists ambiguity in the i-D space of J1 are i > 1 and at least
i′ (i′ ≥ 2) sources with i paths. Meanwhile, the DOAs of their
indirect signals are the same. When the ambiguous condition
is satisfied, the vector θ that composed by the group of any i
distinct DOAs of the i′ sources would result in J1(θ,UN ) = 0.
Meanwhile, the number of ambiguous points brought by these
i′ sources is Ci

i ′+i−1 − i′.
Proof: See Appendix D. �
The ambiguity discussed in R4 is called type II ambi-

guity in this paper. Obviously, all the type II ambiguities
are composed of true DOAs. For example, supposing K =
2, θ1 = [0◦, 10◦, 20◦]T and θ2 = [−10◦, 10◦, 20◦]T , only the
C3

2+3−1 − 2 = 2 type II ambiguities, which are (−10◦, 0◦, 20◦)
and (−10◦, 0◦, 10◦), exist in the 3-D space of J1 .

IV. PROPOSED ALGORITHMS

In this section, we provide practical algorithms for SA, DOA
and FCs estimation. Since there may exist DOA ambiguity and
the path numbers of sources are unknown, except for some spe-
cial cases (e.g., K = 1 or KS = K), we cannot directly get the
DOA estimation from J1 by a simple searching process. Fortu-
nately, most of the existing methods are capable of providing
a coarse DOA estimation even for the generalized case consid-
ered in Section IV-B (the DOAs that too close to be separated
are treated as one DOA). In the following, the coarse DOA

estimation is denoted by θ̂
0

(∈ RK ′
D ×1).

Two different scenarios are considered. 1) The well separated
case: all the incident signals are well separated. For this case,
the SA is firstly estimated by a simple combinational optimiza-
tion method (see algorithm 1 for detail). Then, based on the
SA information, the estimation of DOA and the corresponding
FCs are given in Algorithm 2 and (14), respectively. 2) The
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generalized case: the incident signals of each source are well
separated but the signals from distinct sources may arrive
at some (nearly) common DOAs. This case is addressed in
Section IV-B. In order to cope with the ambiguity problem in
this case, a sequential method (see Algorithm 3) is proposed for
joint SA, DOA and FCs estimation.

A. Algorithms for the Well Separated Case

We first consider a simple case that the DOAs of any two
incident signals are well separated. In this case, we have KS =
KD = K ′D . When KD and K are given, the maximum possible
path number of one source is KD −K + 1, i.e., Pk ∈ {1, 2,
. . . , KD − K + 1}. Although P1 , P2 , . . . , PK are unknown,
the possible combinations of (P1 , P2 , . . . , PK ) can be easily
obtained based on the constraint (1). For example, when KD =
5, K = 2, there are only two possible combinations, which are
(1, 4) and (2, 3). Note that we do not need to consider the order
of (P1 , P2 , . . . , PK ). By R2, we have that, for any true DOA
group θ ∈ St , the function J2(θ,UN ) always equals to 0, where
J2(θ,UN ) is defined as

J2(θ,UN ) = eigmin
(
A(θ)H UN UH

N A(θ)
)
. (10)

Hence, we have that J0(St,UN ) = 0 also holds, where

J0(S,UN ) .=
∑

θ∈S

J2(θ,UN ). (11)

Moreover, for a wrong SA, denoted by Sw , we have (see Ap-
pendix E)

J0(Sw ,UN ) > 0 (12)

when KD + PK ≤M .
Let N denote the number of possible combinations. Based on

the above analysis, we can always find the most probable SA Sn

(n ∈ {1, 2, . . . , N}) for the n-th possible combination. Among
all the N probable SAs, the one minimizes J0 is selected as the
SA estimation. The general lines of the proposed method are
described in Algorithm 1.

The most probable SA Sn of the n-th possible combination is
identified from step 3 to 9. With the help of the vector vn = [vn

1 ,
vn

2 , . . . , vn
KD −K +1]

T , the DOA groups are identified one by one
(from the source with the minimum path number to the source
with the maximum path number), where vn

p denotes the number
of times that p appears in the n-th possible combination. Note
that there exists a one to one correspondence between the vectors
of {vn}Nn=1 and the possible combinations of (P1 , P2 , . . . , PK ).
In step 7, a \ b and a ⊂ b denote the vector formed with the
elements of the difference set {x|x ∈ Sa and x /∈ Sb} and the
relationship Sa ⊂ Sb , respectively, where the set Sa consists
of all the entries of a and the set Sb consists of all the entries
of b. In step 11, J0(Sn ,UN ) is calculated as (11). The most
probable combination must correspond to the minimum value
of J0 . Consequently, Ŝ, denoted by {θ̂0

k}Kk=1 , is the estimated
SA.

When the SA has been estimated, the refined DOA estima-
tion for the k-th (k ∈ {1, 2, . . . ,K}) source is described in
Algorithm 2. The idea is that, starting from the coarse

Algorithm 1: SA Estimation for Well Separated DOAs.

Input: Coarse DOA estimation θ̂0 , {vn}Nn=1 and noise
subspace UN

1: S1 , S2 , . . . , SN ← ∅
2: for n← 1, 2, . . . , N do
3: θ̂1 ← θ̂0

4: for p← 1, 2, . . . ,KD −K + 1 do
5: for l← 1, 2, . . . , vn

p do
6: Sn ← Sn ∪ arg min

θ∈Rp ×1 ,θ⊂θ̂
1 J2(θ,UN )

7: θ̂1 ← θ̂1 \ arg minθ∈Rp ×1 ,θ⊂θ̂1 J2(θ,UN )
8: end for
9: end for

10: end for
11: Identify the true combination:

n̂← arg min
n∈{1,2,...,N }

J0(Sn ,UN )

Output: SA estimation: Ŝ ← Sn̂

Algorithm 2: Refined DOA Estimation.
Input: Noise subspace UN , coarse DOA estimation

of one group θ̂0
k , searching range δ, maximum

number of iteration ι and threshold ε1
1: l← 0
2: repeat
3: for p← 1, 2, . . . , Pk do
4: Update the p-th element of θ̂l

k :

θ̂l+1
kp ← arg max

θ̂ l
k p ∈[θ̂0

k p −δ,θ̂0
k p +δ ]

J1(θ̂l
k ,UN )

5: end for
6: l← l + 1
7: until l = ι or

√
‖θ̂l

k − θ̂l−1
k ‖22/Pk < ε1 .

Output: Refined DOA estimation: θ̂k ← θ̂l
k

estimation of the k-th source, alternatingly searching for the
local peak in the Pk -D space of J1 (see step 4 in Algorithm 2).
A multiple 1-D searching procedure other than Pk -D searching
is used to find the local peak.

Once the DOAs of one group have been refined, the corre-
sponding FCs can be easily calculated based on (6). Specifically,
to solve this problem, we use an additional constraint [26]

wT
k ck = 1; k = 1, 2, . . . ,K, (13)

where wk = [1,0T ]T ∈ RPk ×1 . Let c̄k = [ck2 , ck3 , . . . ,
ckPk

]T , k = 1, 2, . . . ,K. The constraint (13) together with (6)
results in a closed-form solution as

c̄k = −(UH
N A′k )†UH

N a(θk1); k = 1, 2, . . . ,K, (14)

where A′k = [a(θk2),a(θk3), . . . ,a(θkPk
)] and (·)† stands for

the Moore-Penrose inverse.
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B. Algorithms for the Generalized Case

Before deducing the explicit algorithm, we first review the
structure of the array covariance matrix. Since the incident sig-
nals emitted by different sources are assumed uncorrelated, RY

can be rewritten as

RY = R1 + R2 + . . . + RPK
+ σ2

nIM , (15)

where Rp is the part of the array covariance matrix that con-
tributed by the sources with p paths, and the noise power can be
estimated as [30]

σ2
n =

1
M −K

(λK +1 + λK +2 + . . . + λM ). (16)

Let R1
Y = RY − σ2

nIM , D0 = 0 and denote the revised array
covariance matrices by

Rp+1
Y = Rp

Y −Rp ; p = 1, 2, . . . , PK − 1. (17)

We have

rank(Rp
Y ) = Kp ; p = 1, 2, . . . , PK , (18)

where Kp = K −∑p−1
k=0 Dk is the number of sources with no

less than p paths.
Using the SA information to refine a coarse DOA estima-

tion, we need to identify the DOA groups from θ̂0 first. Al-
though J2(θ,UN ) = 0 still holds when θ ∈ St , there may ex-
ist both type I and type II ambiguities, which make the SA
estimation problem intractable. Fortunately, by R4, there is
no type I ambiguity for J2(θ,Up

N ) when θ ∈ Rp×1 , where
Up

N ∈ CM×(M−Kp ) is the noise subspace of Rp
Y . Thus, the

SA estimation problem can be simplified to two subproblems,
the estimation of Rp

Y , p ∈ {1, 2, . . . , PK } and the identification
of the DOA groups with p elements. Clearly, R1 only depends
on the DOAs, source signal powers and FCs of the sources with
one path, where the DOAs can be refined by Algorithm 2 and
the FCs can be calculated by (14). Thus, to estimate R2

Y , we
only need to identify the DOA groups with one element from
θ̂0 and estimate the corresponding source powers. Then, Rp

Y

(p > 2) can be estimated in a similar manner.
Based on the above analysis, we propose a sequential al-

gorithm as described in Algorithm 3. Generally speaking, we
first estimate Dp (denoted by D̂p ) and identify all the possible
groups with p elements from step 3 to 14, then the correspond-
ing coarse DOAs are refined in step 15, the FCs and source
signal powers are estimated in step 16, and the type II ambigu-
ity is eliminated in step 17. Finally, the revised array covariance
matrix is updated in step 18. When all the DOA groups have
been identified (the stop criterion in step 20 is satisfied), the
SA set Ŝ contains all the estimated DOA groups with a refined
estimation.

By R4, only the Dp true DOA groups and the type II ambigu-
ities caused by these true groups satisfy J2(θ,Up

N ) = 0 when
θ ∈ Rp×1 . Hence we can set a threshold ε2 to the function J2
to identify all the D′p DOA groups, where D′p (≥ Dp) is the
summation of Dp and the number of type II ambiguities caused
by these Dp true DOA groups. To realize this, we need to list all
the possible DOA groups as shown in step 5 (the number of all

Algorithm 3: SA, DOA and FCs Estimation for the Gener-
alized Case.

Input: Coarse DOA estimation θ̂0 , revised covariance
matrix R1

Y , threshold ε1 , ε2 , maximum number of
iteration ι and searching range δ

1: Ŝ ← ∅, p← 0
2: repeat
3: S ′ ← ∅, S̄ ′ ← ∅, p← p + 1, D̂p ← 0
4: Up

N ← EVD(Rp
Y )

5: List all the I (
.= Cp

K ′
D

) possible groups that have p

elements from θ̂
0
: θ̂
′
1 , θ̂

′
2 , . . . , θ̂

′
I ∈ Rp×1

(Eq. (19))
6: for i← 1, 2, . . . , I do
7: if J2(θ̂′i ,U

p
N ) ≤ ε2 then � detection of DOA

groups
8: S ′ ← S ′ ∪ θ̂′i � candidates of DOA groups
9: if {θ̂′i1 , θ̂′i2 , . . . , θ̂′ip} �⊂ S̄ ′ then

10: D̂p ← D̂p + 1 � estimate Dp

11: end if
12: S̄ ′ ← S̄ ′ ∪ {θ̂′i1 , θ̂′i2 , . . . , θ̂′ip} � auxiliary set
13: end if
14: end for
15: Refine DOA estimation of all the groups in S ′

(Alg. 2)
16: Using (14) and (20) to estimate the FCs and source

signal powers corresponding to the groups in S ′,
respectively

17: S ′′ ← Eliminate type II ambiguities in S ′ (Eq. (22))
18: Rp+1

Y ← Rp
Y −

∑Dp

l=1 σ̂2
pl b̂pl b̂H

pl

19: Ŝ ← Ŝ ∪ S ′′

20: until D̂1 + D̂2 + . . . + D̂p ≥ K or p ≥ KD

Output: Estimated FCs and SA Ŝ with refined DOAs

the possible groups is denoted by I), and then the corresponding
values of J2(θ,Up

N ) can be directly calculated by (10). If the
value of J2 is smaller than ε2 , the corresponding group is iden-
tified as a candidate. Let the set S ′ contain all the candidates (it
is updated in step 8). The value of D′p can be easily obtained
by counting the elements of S ′. However, we need to know the
value of Dp . Observe that, based on the assumption of the signal
model, all the distinct DOAs in these D′p groups are contained
in any Dp groups of it. Thus, Dp can be obtained with the help
of a temporary set S̄ ′ as shown in step 7 to 13 (specifically, it is
iteratively estimated in step 10).

There is a problem in estimating Dp . If Dp is greater than 2,
all the distinct DOAs of these Dp sources may be contained in
less than Dp groups, then the estimated Dp , i.e., D̂p , may be
less than the true value of Dp . For example, if p = 2 and there
are 3 sources with their true DOA groups are {θ0 , θ1}, {θ0 , θ2}
and {θ0 , θ3}, then the type II ambiguities are {θ1 , θ2}, {θ1 , θ3}
and {θ2 , θ3}. We can see that the two (less than Dp = 3) DOA
groups {θ0 , θ1} and {θ2 , θ3} contain all the 4 distinct DOAs.
However, we can always find the maximum number of DOA
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groups by arranging the sequence of {θ̂′i}Ii=1 in step 5 as

{[θ̂0
1 , θ̂0

2 , . . . , θ̂0
p , θ̂0

p+1]
T , [θ̂0

1 , θ̂0
2 , . . . , θ̂0

p , θ̂0
p+2]

T , . . . ,

[θ̂0
1 , θ̂0

2 , . . . , θ̂0
p , θ̂0

K ′
D

]T , [θ̂0
1 , θ̂0

2 , . . . , θ̂0
p−1 , θ̂

0
p+1 , θ̂

0
p+2]

T

, . . . , [θ̂0
K ′

D −p , θ̂
0
K ′

D −(p−1) , . . . , θ̂
0
K ′

D −1 , θ̂
0
K ′

D
]T } (19)

where θ̂0
k is the k-th element of θ̂

0
.

Next, we show the realization of step 17, i.e., eliminating the
type II ambiguities in S ′. Before that, we use Algorithm 2 to
refine all the DOAs for each of the DOA groups in S ′ in step 15,
and the FCs are estimated by (14) in step 16. Meanwhile, each
of the elements in S ′ corresponds to a virtual steering vector,
denoted by b̄i , i = 1, 2, . . . ,D′p , which can be calculated by (3).
It can be easily verified that

rank(Rp
Y ) = rank(Rp

Y − σ2
q bqbH

q ) + 1

holds for q ∈ {K −Kp + 1,K −Kp + 2, . . . , K}. Hence the
signal powers can be estimated as

σ̄2
i = arg min

σ 2
eigKp

(
Rp

Y − σ2 b̄ib̄H
i

)
, i = 1, 2, . . . ,D′p (20)

where eigk (·) denotes the k-th eigenvalue. To eliminate the
type II ambiguities, we need the following result.

R5: Let R′p =
∑Dp

i=1 σ̄2
li
b̄li b̄

H
li

, where {l1 , l2 , . . . , lDp
} ⊂

{1, 2, . . . ,D′p}. If B is of full column rank, we have

rank(Rp
Y −R′p) ≥ Kp+1 , (21)

where the equality holds only when the indexes in {l1 , l2 , . . . ,
lDp
} correspond to the true DOA groups in S ′.
Proof: See Appendix F. �
Based on R5, the following cost function can be used for

identifying the true DOA groups:

Ω′ = arg
min

Ω={li }D p
i = 1

Ω⊂{1,2,...,D ′p }
eigKp +1

⎛

⎝Rp
Y −

Dp∑

i=1

σ̄2
li
b̄li b̄

H
li

⎞

⎠ (22)

where the index set Ω contains the Dp distinct elements in S ′.
Let S ′′ = S ′Ω ′ , which completes the realization of step 17.

Let {σ̂2
pl}Dp

l=1 and {b̂pl}Dp

l=1 denote the selected powers and

virtual steering vectors from (22), respectively. Clearly, Rp+1
Y

can be easily calculated as step 18. In the next iteration, the group
identification is not affected by the identified sources. We note
that the accuracy of the revised array covariance is affected by
the errors in the estimated DOAs, FCs and the signal powers. By
R3, a refined DOA estimation can also be obtained by searching
the local peak of J1(θ,UN ). Thus, other thanUp

N ,UN (= U1
N )

is preferred as the input of Algorithm 2 in step 15.
From (18), we have rank(RPK +1) = 0. Thus, for a correct SA

estimation, the entries of the output revised array covariance in
algorithm 3 should be very small. This observation directly gives
rise to a reliability test on algorithm 3. Moreover, the following
cost function can be used to obtain a reliable threshold ε2 :

ε2 = min
ε
‖R′(ε)‖F , (23)

where R′(ε) denotes the output revised array covariance with
using the threshold ε, and ‖ · ‖F is the Frobenius norm.

V. CRAMÉR-RAO BOUND (CRB)

In this section, the stochastic CRB for the multipath model
(2) with prior information of SA is provided. In this model, the
unknown parameters include KS DOAs {θk}Kk=1 , the real and
imaginary parts of KS −K FCs {
(c̄k ),�(c̄k )}Kk=1 , the noise
variance σ2

n and the parameters of the source covariance ma-
trix {RSkk}Kk=1 , {
(RSkl),�(RSkl); k > l}Kk,l=1 , where RSkl

denotes the (k, l)-th element of RS , c̄k is defined in (14), 
(·)
and �(·) denote the real part and imaginary part operators, re-
spectively. Let us define η ∈ R(3KS −2K )×1 containing all the
interested parameters as

η = [ηT
θ ,ηT

Rc ,η
T
I c ]

T , (24)

where ηθ is defined in (4) and

ηRc = [
(c̄T
1 ),
(c̄T

2 ), . . . ,
(c̄T
K )]T ,

ηI c = [�(c̄T
1 ),�(c̄T

2 ), . . . ,�(c̄T
K )]T .

In order to derive a concise expression, firstly, we augment
the DOA vectors {θk}Kk=1 to {θ′k = [θT

k ,0T ]T }Kk=1 such that
these vectors all have the same size of PK × 1. Secondly, we
augment the FC vectors {
(c̄k ),�(c̄k )}Kk=1 to {
(ĉ′k ),�(ĉ′k );
ĉ′k = [c̄T

k ,0T ]T }Kk=1 such that these vectors all have the same
size of (PK − 1)× 1. Then, define an augmented and rear-
ranged vector η′ ∈ R(3PK K−2K )×1 as

η′ = [η′Tθ ,η′TRc ,η
′T
I c ]

T , (25)

where

η′θ = [θ′11 , θ
′
21 , . . . , θ

′
K 1 , θ

′
12 , θ

′
22 , . . . , θ

′
K PK

]T ,

η′Rc = [
(ĉ′11),
(ĉ′21), . . . ,
(ĉ′K 1),


(ĉ′12),
(ĉ′22), . . . ,
(ĉ′K (PK −1))]
T ,

η′I c = [�(ĉ′11),�(ĉ′21), . . . ,�(ĉ′K 1),

�(ĉ′12),�(ĉ′22), . . . ,�(ĉ′K (PK −1))]
T .

Obviously, there exists a selection matrix J with the size of
(3KS − 2K)× (3PK K − 2K) such that

η = Jη′. (26)

Based on the stochastic assumption, we have y(t) ∼
N(0,RY ), where N(·, ·) denotes the complex Gaussian dis-
tribution. The log-likelihood function concentrated with respect
to the noise variance σ2

n and the parameters of the source co-
variance matrix can be expressed as [22]

L(η) = ln
(

det
(
BR̂SBH + σ̂2

nIM

))
(27)

with

R̂S = B†R̂Y B†H − σ̂2
n (BH B)−1 ,

σ̂2
n = Tr(P⊥B R̂Y )/(M −K),

where R̂Y =
∑T

t=1 y(t)yH (t)/T , P⊥B = IM −BB† and Tr(·)
denotes the trace operator. Meanwhile, we have the following
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result [22], [31]:

[
CRBM (η)

]−1
ij

= T lim
T→∞

∂2L(η)
∂ηi∂ηj

=
2T

σ2
n



{

Tr

[
U

∂BH

∂ηj
P⊥B

∂B
∂ηi

]}
(28)

with

U = RSBH R−1
Y BRS .

Let us define a matrix Ψ ∈ C(3PK K−2K )×(3PK K−2K ) with its
(i, j)-th element

[Ψ]ij =
2T

σ2
n



{

Tr

[
U

∂BH

∂η′j
P⊥B

∂B
∂η′i

]}
, (29)

where η′i is the i-th element of η′. Then (28) can be rewritten as

[CRBM (η)]−1 = JΨJT . (30)

After straightforward manipulations using (29) and (30), the
CRB matrix can be expressed in a closed-form as

CRBM (η)

=
σ2

n

2T

{
J


{(
11T ⊗U

)� (HH P⊥BH
)T
}

JT
}−1

(31)

where 1 is a (3PK − 2)× 1 vector of 1s,⊗ and� stand for the
Kronecker product and Hadmard product, respectively, and

H = [Hθ ,HC R ,HC I ] (32)

with

Hθ = [d(θ′11),d(θ′21), . . . ,d(θ′K 1), ĉ
′
11d(θ′12), . . . ,

ĉ′K 1d(θ′K 2), ĉ
′
12d(θ′13), . . . , ĉ

′
K (PK −1)d(θ′K PK

)],

HC R = [a(θ′12),a(θ′22), . . . ,a(θ′K 2),a(θ′13), . . . ,a(θ′K PK
)],

HC I = jHC R ,

where d(θ) = ∂a(θ)/∂θ.
Since we use an additional prior of the structure of multi-

path channels, intuitively, MCRB should be lower than or at
least equal to the GCRB [22]. This is verified by simulations
in Section VI-B. However, we failed to prove such a conjecture
mathematically for a generalized situation. In the following, two
special conditions for the equivalence between the MCRB and
GCRB are provided.

The GCRB, denoted by CRBG (ηθ ), can be expressed as [22]

CRBG (ηθ )

=
σ2

n

2T

{


{
U′ �

(
DH (ηθ )P⊥A(ηθ )D(ηθ )

)T
}}−1

, (33)

where

U′ = CRSCH AH (ηθ )R−1
Y A(ηθ )CRSCH

and D(ηθ ) = [d(θ11), . . . ,d(θ1P1 ),d(θ21), . . . ,d(θK PK
)].

Note that the GCRB expression (33) needs an appropriate
modification when KD < KS .

Condition 1: The incident signals are not coherent with each
other (i.e., KS = K).

In this case, we have C = IK , J = IK , H = Hθ = D(ηθ ),
B = A(ηθ ) and ηθ = [θ11 , θ21 , . . . , θK 1 ]T . Consequently, (31)
reduces to (33).

Condition 2: There is only one source, i.e., K = 1.
The proof of this condition is not as obvious as condition 1.

To prove this condition, we need the following result.
R6: If K = 1, the DOA block CRBM (ηθ ) in CRBM (η) is

given by

CRBM (ηθ ) =
σ2

n

2Tu

{


{(

HH
θ P⊥A(ηθ )Hθ

)T
}}−1

(34)

where u = σ4
1b

H
1 R−1

Y b1 ∈ R1×1 and the DOA vector ηθ =
[θ11 , θ12 , . . . , θ1P1 ]

T .
Proof: See Appendix G. �
Proof of condition 2: It follows from (34) and (33) that, the

(i, j)-th elements of [CRBM (ηθ )]−1 and [CRBG (ηθ )]−1 can
be expressed as

2T

σ2
n



{(

σ4
1b

H
1 R−1

Y b1
) (

c1idT (θ1i)P⊥T
A(ηθ )d

∗(θ1j )c∗1j

)}

(35)
and

2T

σ2
n



{

U ′ij
(
dT (θ1i)P⊥T

A(ηθ )d
∗(θ1j )

)}
, (36)

respectively, where the (i, j)-th element of U′ is given by

U ′ij = σ4
1 c1ic

∗
1jb

H
1 R−1

Y b1 . (37)

Clearly, substituting (37) back into (36), (35) and (36) have an
identical expression, which completes the proof. �

VI. SIMULATIONS

In this section, the performance of the proposed algorithms
are evaluated in comparison with several representative algo-
rithms and the MCRB. The comparison between MCRB and
GCRB under different conditions is also provided. The coarse
DOA estimation in section VI-C and VI-D is obtained by the
iterative reweighted least square (IRLS) version of MSBL (de-
noted by MSBL-IRLS) [32], [33]. It turns out that MSBL-IRLS
has a faster convergence rate than the original MSBL algorithm
[11], meanwhile, maintains a good performance. We evaluate
the DOA and FCs estimation performance in terms of root-
mean-squared-error (RMSE), which is defined as

RMSE =

√√√√ 1
QP

Q∑

q=1

∥∥∥ξ̂q − ξq

∥∥∥
2

2
(38)

where ξ̂q (ξ̂q ∈ CP ×1) is the estimation of ξq in the q-th sim-
ulation, P is the number of parameters, Q is the number of
independent simulations and ‖·‖2 denotes the 
2 norm.

In the simulations, the direction grid of MSBL-IRLS is from
−60◦ to 60◦ with 1◦ intervals. In implementing Algorithm 2,
we set δ = 3◦, ε1 = 0.005◦ and ι = 10. Each statistical result is
an average over 1000 independent runs. The source signals are
uncorrelated Gaussian processes with identical power, and the
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Fig. 1. Left: contour plot of 2-D spatial spectrum, those points of true DOA
groups are marked by ‘�’, the type II ambiguous point is marked by ‘� ’.
Right: 1-D spatial spectrum.

Fig. 2. 2-D spatial spectrum.

SNR is defined as 10 log10(σ2
s /σ2

n ), where σ2
s (= σ2

1 = . . . =
σ2

K ) is the power of the direct signals. Two array geometries are
considered, a 10-element ULA with a half wavelength element
spacing, and a 10-element nonuniform linear array (NLA) in
which the locations of these sensors are 0χ, 1χ, 2χ, 4χ, 5χ, 6χ,
7χ, 9χ, 10χ and 11χ with χ denoting the half wavelength. In
the following experiments, unless otherwise noted, the ULA is
used. Note that, among the compared algorithms, only Zhang’s
method [26] and our algorithms exploit the SA information, but
Zhang’s method only applies to ULA.

A. Spatial Spectrum of Function J1

Since J1 is an extended cost function of the standard MUSIC,
naturally, we use k-D spatial spectrum to denote the k-D space of
J1 in the following. In the first experiment, in order to visualize
the spatial spectrum, the maximum path number of sources is
set to 2. Consider four sources (K = 4) that undergo multipath
propagation impinging on the array. We set θ1 =−4◦, θ2 = 12◦,
θ3 = [−8◦, 22◦]T , θ4 = [8◦, 22◦]T , c̄3 = 0.89 exp (j1.08π),
c̄4 = 0.63 exp (j0.75π), T = 200 and SNR = 10 dB.

By R4, the 1-D spatial spectrum does not contain any ambi-
guity, which is verified by the simulation as shown in the right
figure of Fig. 1. Obviously, the 1-D spatial spectrum only has
strong peaks around the true DOA groups {−4◦} and {−12◦}.
However, the 2-D spatial spectrum contains both the type I and
type II ambiguities. Through the guide lines of algorithm 3, we
can easily depress the type I ambiguities by eliminating the con-
tribution of the signals coming from {−4◦} and {−12◦} in the
array covariance matrix. The 2-D spatial spectrum is shown in
Fig. 2 and the left figure of Fig. 1. In order to fulfill the condi-

Fig. 3. CRB comparison: MCRB and GCRB versus SNR. Mk and Gk denote
the MCRB and GCRB of scenario k (k = 1, 2, 3, 4), respectively.

tion of the searching area as discussed after (9), we search the
DOA of the first path and the separation between two DOAs in
obtaining the 2-D spatial spectrum. Then the coordinate values
corresponding to these true groups and the type II ambiguous
group respectively are {−8, 30}, {8, 14} and {−8, 16}, which
indeed are the strong peaks as shown in the figures. Furthermore,
the values of these peaks are much larger than 0 dB, namely sub-
stituting the vector corresponding to any one of these peaks to
the function J2 (the inverse of J1) would result in a very small
value, which provide an intuitive understanding of the effective-
ness of the thresholding method in Algorithm 3.

B. Comparison between MCRB and GCRB

In the second experiment, we compare the MCRB and GCRB
in the following four scenarios.

1) K = 6, {Pk = 1}6k=1 , namely, all the six equal-power sig-
nals are uncorrelated and arrive from −30◦, −20◦, −10◦,
10◦, 20◦ and 30◦, respectively.

2) K = 3, {Pk = 2}3k=1 . The DOA groups are {−30◦,
10◦}, {−20◦, 20◦} and {−10◦, 30◦}, the correspond-
ing FCs are {1, exp(j0.22π)}, {1, exp(j1.17π)} and
{1, exp(j1.63π)}, respectively.

3) K = 2, {Pk = 3}2k=1 . The DOA groups are {−30◦,−10◦,
20◦} and {−20◦, 10◦, 30◦}, the corresponding FCs are
{1, exp(j0.81π), exp(j0.19π)} and {1, exp(j1.92π),
exp(j1.17π)}, respectively.

4) K = 1, P1 = 3, The DOAs are −30◦, −10◦ and 20◦, the
corresponding FCs are 1, exp(j0.17π) and exp(j1.80π),
respectively.

In this experiment, we set T = 200, and the SNR is varied
from −15 dB to 15 dB. The CRBs for these four conditions are
plotted in Fig. 3, which shows the following four results.

1) Both the MCRB and GCRB decrease monotonically as
the SNR increases.

2) Both the MCRB and GCRB decrease as the total number
of sources decreases.

3) In scenarios 2) and 3), MCRB is significantly lower than
GCRB, while in the other two cases the two CRBs are
identical.
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Fig. 4. Estimation performance of SA estimation: probability of successful
SA estimation versus SNR.

4) The GCRB in the scenario where some of the incident
signals are coherent is greater than that in the scenario
where all the incident signals are uncorrelated. However,
the effect of signal coherency on MCRB is contrary to
that on the GCRB.

C. Performance Investigation for Well Separated DOAs

In the following two experiments, we study the estimation
performance for the well separated case, and we consider three
far-field sources impinging on the array through multiple paths,
where the direct signals arrive from −17◦ + a1 , −8◦ + a2 and
4◦ + a3 , respectively, the indirect signals of the first source
and the second source respectively arrive from 13◦ + a4 and
25◦ + a5 , and the corresponding FCs are fixed to 0.7 exp(j1.4π)
and 0.8 exp(j0.7π), respectively. In each trail, {ak}5k=1 are
randomly chosen from −0.5◦ to 0.5◦. The number of snapshots
T is fixed to 200. For the scenario described above, we have
K = 3, KD = KS = 5 and KD −K + 1 = 3. As discussed in
section IV-A, there are two possible combinations of (P1 , P2 ,
P3), which are (1, 1, 3) and (1, 2, 2).

The third experiment illustrates the probability of successful
SA estimation for the well separated case. The proposed SA
estimation algorithm, i.e., Algorithm 1, is compared with the
Yan’s method [27] with different threshold values. The errors of
coarse DOA estimates are generated by drawing samples from
a Gaussian process with mean zero and covariance 1.5◦, and the
generated errors are limited in the range of [−4◦, 4◦] to make
sure a meaningful definition of the SA set. The SNR is varied
from −15 dB to 15 dB. The results are shown in Fig. 4. It can
be seen that the proposed method can achieve a 100% success
rate when SNR≥ −5 dB and has better performance than Yan’s
method. Yan’s method cannot achieve a 100% success rate even
at high SNRs (using the optimal threshold value 0.6).

The fourth experiment investigates the DOA and FCs esti-
mation performance of the new methods, in comparison with
the stochastic (unconditional) maximum likelihood estimator
(UMLE, [34]), FBSS-based ESPRIT [5], EPUMA [25], MODE
[23] and Zhang’s method [26]. The SNR is varied from−10 dB
to 20 dB. The statistical results are shown in Fig. 5 and Fig. 6.

Fig. 5. DOA RMSE versus SNR when all the signals are well separated.

Fig. 6. FC RMSE versus SNR when all the signals are well separated.

In implementing the proposed algorithm the SA is estimated by
Algorithm 1, while in implementing Zhang’s method the true
SA information is used.

The results show that the proposed method gives the best per-
formance and significantly outperforms the other algorithms.
The RMSE of the DOA and FCs estimation of the proposed
method can closely approach the corresponding MCRB when
the SNR is greater than −5 dB. Compared with the traditional
methods which do not exploit the coherency structure informa-
tion, Zhang’s method improves the estimation accuracy a lot
and can even beat the GCRB when SNR > 0 dB. Since Zhang’s
method is based on the FBSS approach which reduces the ef-
fective array aperture, there is a considerable gap between it and
the proposed method.

D. Performance Investigation in a Generalized Case

In this subsection, we consider a case that K ′D < KD < KS .
We design three experiments to investigate the effectiveness of
algorithm 3 in coping with this case. The fifth experiment illus-
trates the feasibility of hard thresholding DOA group detection.
The sixth and seventh experiments investigate the performance
of the DOA and FCs estimation of Algorithm 3 versus SNR and
the number snapshots, respectively.

For these three experiments, we consider three sources
through multiple paths impinging on the array, the directions
of the direct signals are −37◦ + b1 , −20◦ + b2 and −8◦ + b3 .
Meanwhile, the directions of the indirect signals are 10◦ + b4 ,
{10◦ + b4 , 23◦ + b5} and 10.1◦ + b4 , the corresponding FCs are
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Fig. 7. Feasibility of hard thresholding DOA group detection: J2 of those true
DOA groups and type II ambiguities are marked as ‘+’, the minimum J2 of the
rest groups with θ ∈ R1×1 , θ ∈ R2×1 and θ ∈ R3×1 are marked as ‘�’, ‘©’
and ‘×’, respectively.

Fig. 8. DOA RMSE versus SNR for a generalized case.

0.71 exp(j0.24π), {0.72 exp(j0.78π), 0.78 exp(j0.89π)} and
0.82 exp(j1.29π), respectively. In each trial, {bk}5k=1 are ran-
domly chosen from −0.5◦ to 0.5◦. In implementing Algorithm
3, the hard thresholding parameter ε2 is set to 0.6.

In the fifth experiment, the error of each DOA in the coarse
DOA estimation is randomly chosen from−0.5◦ to 0.5◦ for each
trial. The number of snapshots T is fixed to 200, and the SNR
is varied from −10 dB to 20 dB. As discussed in Section IV,
only the true DOA groups and the DOA groups of the type II
ambiguities would result in J2(θ,Uk

N )→ 0 (θ ∈ Rk×1 , k = 1,
2, 3). Then, we plot J2 of these DOA groups and the minimum
J2 of the others in each trial. Thirty independent trials are done
for each SNR, and the results are shown in Fig. 7, which shows
that the two groups of data are well separated when SNR is
greater than −6 dB.

In both the sixth and seventh experiments, the proposed al-
gorithm is compared with the Zhang’s method and the MCRB.
Note that, in the considered condition with nearly overlapped
incident signals, to the best of our knowledge, only the Zhang’s
method is capable of resolving all the DOAs. Moreover, the
proposed algorithm applies to arbitrary array. Hence, the perfor-
mance of the proposed algorithm and the corresponding MCRB
for the NLA introduced at the beginning of this section are also
presented.

Fig. 8 and Fig. 9 present the DOA and FCs estimation per-
formance versus SNR with T = 200, respectively. Since when
a wrong SA is obtained, we cannot calculate the correspond-

Fig. 9. FC RMSE versus SNR for a generalized case.

TABLE I
THE PROBABILITIES OF SUCCESSFUL SA ESTIMATION IN THE SIXTH AND

SEVENTH EXPERIMENTS

Fig. 10. DOA RMSE versus the number of snapshots for a generalized case.

ing RMSEs of DOA and FCs estimation, only the trials with
successful SA estimation are used to calculate all the RMSEs.
The probabilities of successful SA estimation for each SNR are
shown in Table I, which is consistent with the result in Fig. 7.
Fig. 8 and Fig. 9 demonstrate that the proposed algorithm out-
performs the Zhang’s method in both DOA and FCs estimation,
and its RMSE curves can closely approach the corresponding
CRBs when SNR is greater than −5 dB. It is also shown that
the proposed algorithm works well when using the NLA, and
a significant gain can be achieved in comparison with using
the ULA, where these two arrays have an identical number of
sensors but the NLA has a larger array aperture.

Fig. 10 shows the statistical results of DOA estimation ver-
sus the number of snapshots with SNR = 5 dB. As same as
in the previous experiment, only the trials with successful SA
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estimation are used to calculate the RMSE. The probabilities
of successful SA estimation for different snapshot numbers are
shown in Table I. It is shown that Algorithm 3 can achieve a
100% success rate when the number of snapshots is greater than
80 in both the array geometry conditions. Moreover, it can be
clearly seen from Fig. 10 that, the proposed method outperforms
Zhang’s method and can closely approach the MCRB when the
number of snapshots is greater than 60.

VII. CONCLUSION

Effective SA, DOA and FCs estimation methods have been
proposed in this paper for multipath signals. These methods are
based on a rank reduction property for multipath signal model
under the existence of multiple groups of coherent signals. Fur-
ther, the closed-form stochastic Cramér-Rao bound for DOA
and FCs estimation of multipath model exploiting the multi-
path structure information has been provided. Unlike traditional
subspace based DOA estimators for coherent signals, the new
approaches are applicable to arbitrary array geometry while
without decreasing the effective array aperture. More impor-
tantly, by exploiting the multipath structure information, the
proposed DOA estimation methods can achieve significantly
improved performance over traditional methods. Simulation re-
sults have verified the effectiveness of the new methods.

APPENDIX A
PROOF OF R1

Define ϕ1 = [θ11 , θ21 , . . . , θK 1 ]
T consisting of all the DOAs

of direct signals and ϕ0 ∈ R(KD −K )×1 consisting of all the dis-
tinct DOAs of indirect signals. Then the virtual steering vectors
can be rewritten as

bk = a(θk1) + A (ϕ0) c̄
′
k , k = 1, 2, . . . ,K, (39)

where c̄′k ∈ C(KD −K )×1 is an augmented FC vector consisting
of Pk − 1 nonzero elements ck2 , ck3 , . . . , ckPk

. Using the above
definitions, B can be rewritten as

B = A(ηθ )C = [A(ϕ1),A(ϕ0)]

[
IK

C′

]
(40)

with C′ = [c̄′1 , c̄
′
2 , . . . , c̄

′
K ]. From (40), it is clear that when

KD ≤M , [A(ϕ1),A(ϕ0)] is of full column rank, and then
we get

K ≥ rank(B)

≥ rank([A(ϕ1),A(ϕ0)]) + rank

([
IK

C′

])
−KD

= KD + K −KD = K, (41)

which completes the proof of R1.

APPENDIX B
PROOF OF R2

Since UH
N A(θk )ck = 0 and Pk ≤ M −K, it follows that

rank(UH
N A(θk )) ≤ Pk − 1. Assume that rank(UH

N A(θk )) <
Pk − 1 holds. There must exist a Pk × 1 nonzero vector

c′k (c′k ∦ ck ) such that UH
N A(θk )c′k = 0. By R1, we have

null(UH
N ) = span(B), which implies that A(θk )c′k ∈ span(B).

Hence, there must exist a K × 1 nonzero vector α such that

Bα−A(θk )c′k = [A(ϕ1),A(ϕ0)]

[
α′

C′′α′′

]
= 0, (42)

where α′ = [α1 , . . . , αk−1 , αk − c′k1 , αk+1 , . . . , αK ]T , α′′ =
[α1 , . . . , αk−1 , 1, αk+1 , . . . , αK ]T , ϕ0 and ϕ1 are defined in
Appendix A, and C′′ is equal to C′ (defined in (40)) ex-
cept for the k-th column, the nonzero elements of which are
αkckp − c′kp , p = 2, 3, . . . , Pk with αk and c′kp denoting the
k-th element of α and p-th element of c′k , respectively. When
KD ≤M , the matrix [A(ϕ1),A(ϕ0)] is of full column rank.
Thus, it follows from (42) that α′ = 0 and C′′α′′ = 0, which
result in c′k = αkck . This leads to a contradiction with the as-
sumption, which completes the proof of R2.

APPENDIX C
PROOF OF R3

Assume ϕ = θk + Δϕ with Δϕ �= 0 and |Δϕp | ≤ κ, p =
1, 2, . . . , Pk , where Δϕp is the p-th element of Δϕ and κ is a
small real number such that ϕp /∈ {θnq ; (n, q) �= (k, p)}n,q (p ∈
{1, 2, . . . , Pk}) with ϕp denoting the p-th element of ϕ. Since
Pk ≤M −K, to prove R3, it suffices to prove that UH

N A(ϕ) ∈
C(M−K )×Pk is a full column rank matrix for arbitrary Δϕ �= 0.
This condition implies that the solution of UH

N A(ϕ)β = 0 is
β = 0. Since span(B) = null(UH

N ), for a given Δϕ (Δϕ �= 0)
and arbitrary β ∈ CK×1 , A(ϕ)β /∈ span(B) needs to be hold,
or equivalently, the solution of

A(ϕ)β + Bα = 0 (43)

is α = 0 and β = 0. Indeed, when all the entries of Δϕ are
nonzero and KD + Pk ≤M , by R1, [A(ϕ),B] is of full column
rank, which implies that (43) only has zero solution.

When l (∈ {1, 2, . . . , Pk − 1}) entries of Δϕ are zero, as-
suming that the corresponding indexes is contained in the set Υ
and the complementary set is ΥC , we can rewrite (43) as

A(ϕΥC )βΥC + A(ϕΥ)βΥ + A(ηθ )Cα = 0, (44)

where ϕΥ denotes the subvector formed with the elements of ϕ
indexed by Υ. Similar to (40), (44) can be rewritten as

A(ϕΥC )βΥC + [A(ϕ1),A(ϕ0)]

[
α + β1

C′α + β0

]
= 0, (45)

where C′, ϕ1 and ϕ0 are defined in Appendix A. When Δϕ1 �=
0, we have that β1 = 0 ∈ RK×1 , and β0 ∈ C(KD −K )×1 is
obtained by augmenting βΥ with zeros. When Δϕ1 = 0, we
have that the elements of β1 are zero except that its k-th el-
ement equals to the first element of βΥ , i.e., β1 , and β0 is
obtained by augmenting the vector containing the last l − 1
elements of βΥ with zeros. Since KD + Pk ≤M , the matrix
[A(ϕΥC ),A(ϕ1),A(ϕ0)] is of full column rank, it follows
from (45) that βΥC = 0 and

α + β1 = 0, (46)

C′α + β0 = 0. (47)
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Clearly, when Δϕ1 �= 0, it follows that α = 0 and β = 0. When
Δϕ1 = 0, from (46), we have {αq = 0}q �=k and αk = β1 . How-
ever, c̄′k has Pk − 1 nonzero elements but β0 has at most l − 1
nonzero elements, thus we still have α = 0 and β = 0. The
proof is finished.

APPENDIX D
PROOF OF R4

For a given θ ∈ Ri×1 , if [A(θ),B] is of full column rank, it is
easy to verify that UH

N A(θ)α �= 0 holds for arbitrary nonzero
vector α ∈ Ci×1 , which means that the given θ is not an ambigu-
ous point. When i = 1 and KD + i ≤M , by R1, we have that
the matrix [a (θ) ,B] is of full column rank for any θ /∈ {θkp}.
Hence, there is no ambiguity. When i > 1, KD + i ≤M and
any entries of θ is not contained in ηθ , by R1, we still have
that [A (θ) ,B] is a full column rank matrix, and then there is
no ambiguity. Thus, we only need to consider the scenario that
i > 1 and at least one entry of θ is contained in ηθ .

Assume that θ and ϕp (p ∈ {0, 1}) have γp common el-
ements, where ϕ0 and ϕ1 are defined in Appendix A. Ac-
cording to the correspondence between θ and ϕp (p ∈ {0, 1}),
A(θ) can be partitioned into three submatrices A0 ∈ CM×γ0 ,
A1 ∈ CM×γ1 and A2 ∈ CM×(i−γ0−γ1 ) . If ambiguity exists,
there must exist an i× 1 nonzero vector α = [αT

0 ,αT
1 ,αT

2 ]T

(α0 ∈ Cγ0×1 , α1 ∈ Cγ1×1 , α2 ∈ C(i−γ0−γ1 )×1), such that the
equation

[B,A0 ,A1 ,A2 ]

[
β

α

]
= 0 (48)

has nonzero solution β ∈ CK×1 . We can merge A0 and A1
into B (note that B = A(ϕ1) + A(ϕ0)C′, see (40)). Assume
that A′ (ϕ0) and A′ (ϕ1) are the column rearranged matrices
of A (ϕ0) and A (ϕ1), respectively, such that we have

[A′ (ϕ0) ,A′ (ϕ1) ,A2 ]

⎡

⎢⎣
C̄′β′ + α′0
β′ + α′1

α2

⎤

⎥⎦ = 0, (49)

with α′0 = [αT
0 ,0T ]T , α′1 = [αT

1 ,0T ]T . In order to make
sure the consistency between (48) and (49), C̄′ is obtained
by rearranging both the row sequence (according to the re-
arrangement from A(ϕ0) to A′(ϕ0)) and column sequence
(according to the rearrangement from A(ϕ1) to A′(ϕ1)) of
C′, and β′ is a rearranged vector of β (according to the
rearrangement from A(ϕ1) to A′(ϕ1)). Clearly, the matrix
[A′(ϕ0),A′(ϕ1),A2 ] ∈ CM×(KD +i−γ0−γ1 ) is of full column
rank when KD + i− γ0 − γ1 < KD + i ≤M . Thus, the solu-
tion of (49) is given by

⎧
⎪⎨

⎪⎩

C̄′β′ + α′0 = 0

β′ + α′1 = 0

α2 = 0

. (50)

It follows that

C̄′γ1
α1 = α′0 , (51)

where C̄′γ1
is the matrix consisting of the first γ1 column of C̄′.

Since β′ = −α′1 , we only need to prove that there exist nonzero
vectors α0 and α1 such that (51) holds. When γ1 = 0, it follows
from (51) that α = 0. When γ1 ≥ 1, the number of minimum
nonzero rows of C̄′γ1

is i− 1, and in (51), maximum γ1 −
1 nonzero rows can be eliminated by using α1 . Hence, the
minimum number of nonzero elements in α′0 needs to satisfy
γ0 ≥ i− 1− (γ1 − 1). By definition, we also have γ0 + γ1 ≤ i,
which implies that γ0 + γ1 = i and the number of the nonzero
rows of C̄′γ1

needs to be i− 1, otherwise, (51) would not hold for
any α �= 0. Since one column of C̄′ corresponds to one source
and the rows of C̄′ correspond to distinct DOAs, it follows that,
if there exist i′ sources having i paths and identical indirect
paths, there must exist nonzero vector α such that (48) has
nonzero solution β. From the above analysis, any DOA vector
consisting of any i distinct DOAs of these i′ sources satisfies
that (48) exists nonzero solution. That is, there are Ci

i ′+i−1 − i′

ambiguous points brought by these i′ sources. The proof is
finished.

APPENDIX E
PROOF OF (12)

It can be easily verified that J2(θ,UN ) ≥ 0. Hence, to prove
(12), it is enough to show that at least one wrong DOA group
satisfies J2(θ,UN ) > 0. By R4, there could only exist type
I ambiguous points for the well separated case. Meanwhile, at
least one of the wrong DOA groups in Sw is not type I ambiguous
point. Therefore, to prove (12), it suffices to show that the vector
θw ∈ RPq ×1 (q ∈ {1, 2, . . . ,K}) consisting of the subvectors of
θ1 , θ2 , . . ., θK satisfies det(AH (θw )UN UH

N A(θw )) > 0, or
equivalently, the matrix [B,A(θw )] is of full column rank.

Let θw = [θsT
1 ,θsT

2 , . . . ,θsT
K ]T , where θs

k ∈ RP s
k is a sub-

vector of θk , Ps
k < Pk and Ps

1 + Ps
2 + . . . + Ps

K = Pq . As-
sume that the matrix [B,A(θw )] is not of full column rank.
There must exist nonzero vector α = [αT

0 ,βT ]T with β =
[αT

1 ,αT
2 , . . . ,αT

K ]T , α0 ∈ CK×1 and αk ∈ CP s
k ×1 such that

Bα0 + A(θw )β = 0. (52)

Without loss of generality, assume that θs
k is formed with the first

Ps
k elements of θk . We can augment αs

k to αa
k = [αsT

k ,0T ]T ,
where 0 denotes the (Pk − Ps

k )× 1 vector of 0s. And then (52)
can be rewritten as

A(ηθ )(Cα0 + βa) = 0, (53)

where βa = [αaT
1 ,αaT

2 , . . . ,αaT
K ]T . When KD + PK ≤M ,

(53) implies that Cα0 + βa = 0, or equivalently,

α0kck + αa
k = 0, k = 1, 2, . . . ,K, (54)

where α0k is the k-th element of α0 . Since αa
k has at most Ps

k

nonzero elements and Ps
k < Pk , it follows that α = 0, which

completes the proof.

APPENDIX F
PROOF OF R5

Let {b̄l}D
′
p

l=1 and {σ̄2
l }

D ′p
l=1 denote the virtual steering vec-

tors and signal powers estimated from the DOA groups in S ′,
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respectively. By R4, when there exist ambiguities, we have that
Dp ≥ 2 and p ≥ 2. Thus, we only need to consider the scenario
that Dp ≥ 2 and p ≥ 2. Without loss of generality, assume that
the first Dp elements of S ′ are the true DOA groups, the rest
groups in S ′ are the type II ambiguities. We also assume that all
the parameters are perfectly estimated. Then we have

Rp =
Dp∑

l=1

σ̄2
l b̄l b̄H

l = BpΣpBH
p (55)

where Rp is defined in (15), Bp = [b̄1 , b̄2 , . . ., b̄Dp
] and Σp is

a diagonal matrix with σ̄2
1 , σ̄2

2 , . . ., σ̄2
Dp

in its main diagonal.

From the proof of R4, we know that b̄l , l ∈ {Dp + 1, Dp + 2,
. . . , D′p} is a linear combination of the columns of Bp , it can
be expressed as

b̄l = Bpβl , (56)

where βl contains at least two nonzero elements. For l ∈ {1, 2,
. . . , Dp}, b̄l has an unified expression as (56), but βl is an unit
vector with only one nonzero entry (its l-th element equals 1).
It follows from (17) and (18) that the equality in (21) holds
when the true DOA groups are selected. Suppose that Dp groups
containing at least one ambiguity are selected from S ′, and let

R′p =
Dp∑

l=1

σ̄2
ql
b̄ql

b̄H
ql

= BpΣ′pB
H
p , (57)

where Σ′p =
∑Dp

l=1 σ̄2
ql

βql
βH

ql
and q1 , q2 , . . . , qDp

denote the
indexes of the selected elements in S ′. Obviously, Σ′p is a non-
diagonal matrix, and then we get Σ′p �= Σp . Moreover, we have

Rp
Y −R′p = Rp+1

Y + Rp −R′p

= [Bp ,Bp+1 , . . . ,BPK
]Σ̄p [Bp ,Bp+1 , . . . ,BPK

]H , (58)

where Σ̄p = blkdiag(Σp −Σ′p ,Σp+1 , . . . ,ΣPK
). Based on the

assumption that B is of full column rank, it follows that

rank(Rp
Y −R′p) = rank(Σ̄p) > Kp+1 ,

which completes the proof of R5.

APPENDIX G
PROOF OF R6

When K = 1, the MCRB shown in (31) can be directly sim-
plified to

CRBM (η) =
σ2

n

2Tu

{


{(

HH P⊥b1
H
)T
}}−1

(59)

where u = σ4
1b

H
1 R−1

Y b1 . In order to extract the DOA block in
CRBM (η), we rewrite (59) as

CRBM (η) =
σ2

n

2Tu

{
{(H̄H H̄)T
}}−1

, (60)

where H̄ = [P⊥b1
Hθ , P

⊥
b1

HC R , jP⊥b1
HC R ]. Then the technique

used for block-diagonalizing the Fisher matrix of the determined

model in [35] also applies to this problem. Define

F =

⎡

⎢⎣
IKS

0 0

−
(K) IKS −1 0

−�(K) 0 IKS −1

⎤

⎥⎦ , (61)

where K = (HH
C RP⊥b1

HC R )−1HH
C RP⊥b1

Hθ . Then we have

H̄F =
[
P⊥P ⊥b 1

HC R
P⊥b1

Hθ , P
⊥
b1

HC R , jP⊥b1
HC R

]
. (62)

Since F is a real matrix, it can be verified that (only the DOA
block is given, the blocks of no interest are denoted by ’×’)

CRBM (η) =
σ2

n

2Tu
F
{
FT 


{(
H̄H H̄

)T
}

F
}−1

FT

=
σ2

n

2Tu
F
{


{(

FH H̄H H̄F
)T
}}−1

FT

=

⎡

⎢⎣
CRBM (ηθ ) × ×

× × ×
× × ×

⎤

⎥⎦ (63)

with

CRBM (ηθ ) =
σ2

n

2Tu

{


{(

HH
θ P⊥b1

P⊥ΔP⊥b1
Hθ

)T
}}−1

(64)

where Δ = P⊥b1
HC R . Next, we show the equivalence between

(34) and (64). As b1 = A(ηθ )c1 , and HC R is a submatrix of
A(ηθ ), we have

{
span(P⊥A(ηθ )) ⊂ span(P⊥b1

)

span(P⊥A(ηθ )) ⊂ span(P⊥Δ )
, (65)

dim(Pb1 ) = 1 and

dim(P⊥A(ηθ )) = M −KS . (66)

Since HC R ∈ CM×(KS −1) and the matrix [b1 ,HC R ] is of
full column rank, we have that dim(Δ) = dim(P⊥b1

HC R ) =
KS − 1. Furthermore, it is easy to see that

span(P⊥b1
HC R ) ∩ span(Pb1 ) = ∅, (67)

then we have

dim(P⊥ΔP⊥b1
) = M − dim(Δ)− dim(Pb1) = M −KS . (68)

It follows from (65) and (67) that

span(P⊥A(ηθ )) ⊂ span(P⊥ΔP⊥b1
) = span(P⊥b1

P⊥Δ ). (69)

It follows from (66), (68) and (69) that the projection matrixes
P⊥b1

P⊥ΔP⊥b1
and P⊥A(ηθ ) span the same space. Consequently, (34)

holds, which completes the proof of R6.
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