An improved vector quantization method using deep neural network
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\textbf{A B S T R A C T}

To address the challenging problem of vector quantization (VQ) for high dimensional vector using large coding bits, this work proposes a novel deep neural network (DNN) based VQ method. This method uses a \(k\)-means based vector quantizer as an encoder and a DNN as a decoder. The decoder is initialized by the decoder network of deep auto-encoder, fed with the codes provided by the \(k\)-means based vector quantizer, and trained to minimize the coding error of VQ system. Experiments on speech spectrogram coding demonstrate that, compared with the \(k\)-means based method and a recently introduced DNN-based method, the proposed method significantly reduces the coding error. Furthermore, in the experiments of coding multi-frame speech spectrogram, the proposed method achieves about 11\% relative gain over the \(k\)-means based method in terms of segmental signal to noise ratio (SegSNR).
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1. Introduction

Vector quantization (VQ) is a fundamental technique for data compression, such as video coding and audio coding. In traditional VQ methods, the \(k\)-means or Linde-Buzo-Gray (LBG) algorithm \cite{1,2} is most commonly used in codebook training (clustering). However, when it comes to large vector dimensions and codebook sizes, direct use of the VQ method suffers from a serious complexity barrier. Some constrained VQ methods, such as Partitioned VQ, are commonly used to reduce storage and computation complexity \cite{3,4}. Unfortunately, these compromised methods may severely increase the coding error.

Recently, inspired by the success of deep neural network (DNN) in data dimensionality reduction \cite{5,6}, DNN-based approaches have been developed to address this problem \cite{7–9}. In \cite{7}, a deep auto-encoder (DAE) with a binary coding layer was learned to code the high-dimensional vector. In speech spectrogram coding, this method showed a considerable performance gain over traditional VQ technology. Nevertheless, when many of the activations of the coding units are far from binary, quantifying them to binary values may cause large distortions. In order to make the activations of the coding layer as close to binary as possible, an effective approach is to add Gaussian noise to the input of the coding layer \cite{8}. Another approach is to force the coding layer to be binary during the forward pass in the fine-tuning \cite{9}. All the above works were aimed at getting a binary coding layer from the real-valued activations of a DNN. In principle, quantifying a floating-point value to a single bit would inevitably cause distortion.

More recently, in \cite{10}, the authors utilized the traditional VQ method (\(k\)-means) as an initializer to learn a DNN-based vector quantizer for acoustic information retrieval. The output of the vector quantizer is the codeword label obtained by the traditional VQ method. The output layer of the neural network is a softmax layer whose node number is the same as the codeword number. In fact, this architecture is designed to learn speech content information from the initializer. However, as mentioned by the authors, the frame accuracy is not high (below 50\%) for the training and development set. Thus, this architecture is unsuitable for data compression applications. Moreover, it is generally impractical to implement a VQ system with such an architecture when the number of coding bits (\(N\)) is large, since the number of the softmax output layers nodes, which is equal to the codeword number, is \(2^N\) in this case.

This work proposes a novel DNN-based VQ method to achieve improved performance for quantizing high dimensional vector with a large-size codebook. Firstly, we learn a DAE using greedy layer-wise pre-training and back-propagation fine-tuning methods. Then, a DNN, which is initialized by the decoder network of DAE and fed with the codes obtained by the traditional VQ method, is trained as the VQ decoder. Unlike the DNN architectures using binary coding layer in \cite{7} and binary output layer in \cite{10}, the input data of the proposed DNN architecture is binary. From the view of VQ system, the method in \cite{7} learns both an encoder and a
decoder, and the method in [10] learns an encoder, whereas our method tries to learn a decoder. The main advantage of the proposed method over the DAE is that it avoids the distortions induced by the binary coding layer. Moreover, utilizing the strong representation power of DNN framework, it has the capability to reduce the coding error of the traditional VQ system. Experiments on speech spectrogram quantization have been conducted to evaluate the performance of the new method in comparison with several representative methods. The results showed that the new method has smaller distortions compared with the traditional k-means based method and the recently proposed DNN-based method.

The rest of this paper is organized as follows. In Section 2, we briefly review the k-means based VQ method. Section 3 introduces the details of the proposed DNN-based VQ method. Section 4 presents an implementation of the new VQ method for speech signal. The experimental results are given in Section 5. Finally, we summarize our work in Section 6.

2. Review of vector quantization based on k-means

Traditional VQ methods commonly employ the k-means or LBG algorithm for codebook training. In the training stage, a standard k-means algorithm is used to find the cluster centroids which are called codewords. In the coding stage, the encoder finds the nearest centroid for a new vector and transmits its index to the decoder, based on which the decoder retrieves the corresponding codeword in the codebook. The overall operation of VQ can be regarded as composition of two operations

\[ Q(X) = D(I) = D(E(X)) \quad (1) \]

where \( D(\cdot) \) denotes a decoder, \( E(\cdot) \) denotes an encoder, and \( I \) is the index (i.e., code). The distortion is defined as

\[ d = \|X - \hat{X}\|^2 \quad (2) \]

where \( \hat{X} = Q(X) \) is the quantized vector.

It is well known that the k-means optimization problem is NP-hard in general [11]. Moreover, for training high dimensional vector with large size of clusters, the k-means algorithm suffers from large memory consumption and slow convergence speed. Thus, the largest codebook sizes used typically range from 2^{10} to 2^{12} and the largest vector dimensions used are typically from 40 to 60. To break through this limitation, some constrained VQ methods, such as Partitioned VQ, are commonly used. The Partitioned VQ strategy partitions a high dimensional vector into two or more subvectors, and then, training and coding each subvector individually. However, this strategy may severely degrade the performance when there is substantial statistical interdependence between different subvectors. More recently, many strategies have been proposed to speed up the k-means algorithm, such as utilizing mini-batch optimization [12], utilizing graphics processor units (GPUs) [13], and seeding carefully [14]. But these methods are still impractical and inefficient when both the vector dimension and cluster number are large.

This paper focuses on VQ of high dimensional vector using large coding bits and its application on speech signal compression. Firstly, we quantize 121-dimensional speech power spectra using 54-bit. Due to the impracticality of applying the standard VQ method, the spectrum vector is partitioned into four subvectors with dimensions of 30, 30, 30, and 31, and these subvectors are quantized with bits of 10, 9, 9, and 8, respectively. This quantizer is used to exploit the intra-frame correlation of the speech spectrum. Then, we quantize N frames speech power spectra using 9 \times N bits, and each speech frame is quantized with 9-bit applying standard VQ. This quantizer is used to exploit the inter-frame correlation. These vector quantizers are constituents of the proposed DNN-based VQ method, and are also baselines for the evaluation.

3. Proposed DNN-based vector quantization framework

In this section, firstly, we introduce the framework of the proposed DNN-based VQ method. Then, the training procedure of the deep auto-encoder is described. Finally, a DNN-based decoder is presented in details. In the following, we call the proposed method DNN-VQ for short.

3.1. Framework of the DNN-VQ

Fig. 1 illustrates the framework of the proposed DNN-VQ system, which employs a traditional VQ quantizer as the encoder and a DNN as the decoder. The codebook in the encoder is trained with the k-means algorithm discussed in Section 2. The codeword index \( I \) (i.e., code) for each vector \( X \) is obtained by the standard VQ process. The DNN in the decoder is initialized with a DAE which will be introduced in the following section. The input of the DNN is the code \( I \) obtained from the encoder, and the expected output is exactly the input vector \( X \).

The proposed DNN-VQ system utilizes an encoder function \( E(\cdot) \) in (1) to map the input vector \( X \) to code \( I \), and uses a DNN-based non-linear function \( F(\cdot) \) to perform the reverse mapping. The distortion of the DNN-VQ system is \( \|X - F(E(X))\|^2 \), which is also the cost function used in the DNN training. The main advantage of the proposed DNN-VQ system over the traditional k-means based VQ system is as follows. The traditional decoder just retrieves the vector using a codeword from the trained codebook, while the DNN-based decoder performs a sophisticated feed-forward pass to reconstruct the vector. The DNN can extract essential features of the training data, and the code \( I \) makes sure that the coding layer of DNN is binary. Using the combined strategy, DNN-VQ has the capability to reduce the coding error of the VQ system.

3.2. Deep auto-encoder

In this work, we use a stack of auto-encoders to learn each layer of the DNN rather than restricted Boltzmann machine (RBM) used in [7-9]. Compared with RBM, the auto-encoder is easier to train and can be used to obtain any parametric layer [15].

An auto-encoder firstly maps an input vector \( x \) to a hidden representation \( y \) using a non-linear mapping function \( f_x(x) = s(Wx + b) \), parameterized by \( \theta = \{W, b\} \). \( W \) is a weight matrix, \( b \) is a bias vector, and \( s(x) = \frac{1}{1 + e^{-x}} \) is an active function. Then, the resulting hidden representation \( y \) is mapped back to a reconstructed vector \( z \) using a reverse function \( f_{r_y}(y) \), with \( \theta' = \{W^T, b\} \). The parameters of this model are optimized by minimizing the average reconstruction error over the training set

\[ 0^*, 0^* = \arg\min_{0,\theta} \frac{1}{n} \sum_{i=1}^{n} L(x^{(i)}, z^{(i)}) \quad (3) \]

where \( z^{(i)} = f_{r_y}(f_x(x^{(i)})) \), \( n \) is the size of the training set and \( L \) is the squared error loss function.

![Fig. 1. Framework of the proposed DNN-VQ system.](image-url)
\[ L(x, z) = |x - z|^2 \]  \hspace{1cm} (4)

A deep auto-encoder (DAE) is a deep neural network that is built by a stack of auto-encoders, where the output of each layer is wired to the inputs of the successive layer [16]. A popular approach to train the stacked auto-encoders is to conduct greedy layer-wise training, which is demonstrated in Fig. 2. The training procedure firstly train an auto-encoder to minimize square error (i.e., \( E \) in Fig. 2) of reconstructed error of the raw input, and then iteratively train the successive layer using the hidden layers’ outputs (i.e., code in Fig. 2) of previous auto-encoder. After that, unfold all the auto-encoders into a DAE and initialize its parameters. Finally, fine-tune all the parameters using global reconstruction error.

In summary, the training procedure is as follows.

1. Train the first layer as an auto-encoder using the raw input data.
2. Iteratively train the successive layer using the hidden units’ outputs of previous auto-encoder.
3. Unfold all the auto-encoders into a DAE, and fine-tune the DAE using back-propagation to make its output as similar as possible to its input.

Fig. 3 illustrates an example for learning a stack of auto-encoders and fine-tuning the deep auto-encoder. In the left, there are four auto-encoders, with input-hidden layer size 121-2048, 2048-2048, 2048-2048, 2048-36, respectively. Thus, the unfolded DAE has a 121-dimensional input/output layer and seven hidden layers. In the right, the network 121-2048-2048-2048-36 (denoted by network layer’s size) is encoder, and the reverse network is decoder. The middle hidden layer is called coding layer, with 36 hidden units.

3.3. The DNN-based decoder for vector quantization

For the fine-tuned DAE, we can quantize the output of the coding layer to either zero or one with a threshold (e.g., 0.5). These quantized codes are identical to the VQ codes. In the case that most of the outputs of the coding layer are far from binary, we can add Gaussian noise to the input of the coding layer or force the output of the coding layer to be binary to make the distribution of coding layer closer to binary. Nevertheless, quantizing a floating-point value to a single bit would inevitably cause more or less distortion. If the input of decoder network itself is binary, this distortion can be avoided.

Fig. 4 illustrates the diagram of the proposed DNN-based decoder network for VQ. The network architecture is the same with the decoder of DAE in Fig. 3. That is, the network architecture is 36-2048-2048-2048-121 (denoted by network layer’s size). The weights of the network are initialized by the decoder network of fine-tuned DAE. We are convinced that the fine-tuned DAE has a strong capability to represent the input data with the real-valued coding layer. In Fig. 4, the input of the DNN-based decoder is the codeword index (i.e., \( I \) in (1)) rather than the output of the encoder network of DAE, and the expected output is the input data of the VQ system (i.e., \( X \)). Compared with those relative DNN’s structures [8–10], this structure ensures that the input value of the decoder network is exactly binary.

Theoretically, the DNN in Fig. 4 is expected to learn a non-linear function \( F \) that maps the codeword \( I \) to the raw input data \( X, F : I \rightarrow X \). The learned function is used to replace \( D(\cdot) \) in (1) to reduce distortion of the traditional VQ system. The objective function used for training is \( |F(I) - X|^2 \), which is equal to the distortion in (2). From another point, the DNN has the capability to capture essential features of the training data, such as phonological features of speech signal. This makes sure the DNN-based decoder can reconstruct feature-based data rather than retrieves codeword from codebook.

4. Vector quantization of speech spectrogram

The proposed DNN-VQ system can be applied to compression of various kinds of high-dimensional data, such as image, video and audio. As an example, this section presents an implementation of the new VQ method for speech signal in the frequency domain. It should be noticed that we only quantize the speech magnitude spectra.
The diagram of VQ for speech spectrogram is shown in Fig. 5. In the encoder, the speech signal is framed and transformed into the frequency domain. The log-power magnitude spectra are normalized and coded by the trained DNN-VQ system. In the decoder, the log-power magnitude spectra are decoded by the DNN-VQ system. Subsequently, a de-normalization process is used to obtain the actual spectrogram. Then, an inverse transform is performed to obtain the time-domain signal. Finally, an overlap-add method is utilized to synthesize the waveform of the speech signal.

We use log-spectral distortion (LSD) to measure the spectra coding error. The LSD between spectra $P(x)$ and $\hat{P}(x)$ is defined as

$$D_{LS} = \sqrt{\frac{1}{2\pi} \int_{-\pi}^{\pi} 10\log_{10} \left( \frac{P(\omega)}{\hat{P}(\omega)} \right)^2 d\omega}$$

For the reconstructed speech signal, we use segmental signal to noise ratio (SegSNR) to assess the objective speech quality

$$\text{SNR}_{\text{seg}} = 10 \log_{10} \frac{\sum_{n=N_m}^{N_m+N-1} x^2(n)}{\sum_{n=N_m}^{N_m+N-1} (x(n) - \hat{x}(n))^2}$$

where $x(n)$ is the input signal, $\hat{x}(n)$ is the reconstructed signal, $N$ is the frame length, $M$ is the number of frames in the signal, and $N_m$ is the start index of $m$th frame.

### Table 1

<table>
<thead>
<tr>
<th>Total</th>
<th>Bit allocation for each partition</th>
</tr>
</thead>
<tbody>
<tr>
<td>121</td>
<td>1–30</td>
</tr>
<tr>
<td>36-bit</td>
<td>10-bit</td>
</tr>
</tbody>
</table>

### Table 2

Comparison of average distortions (squared Euclidean norm) on the training set, validation set, and test set.

<table>
<thead>
<tr>
<th>VQ system</th>
<th>Training set</th>
<th>Validation set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN-AN</td>
<td>0.211</td>
<td>0.345</td>
<td>0.347</td>
</tr>
<tr>
<td>DNN-FB</td>
<td>0.404</td>
<td>0.406</td>
<td>0.406</td>
</tr>
<tr>
<td>DNN-VQ</td>
<td>0.210</td>
<td>0.212</td>
<td>0.212</td>
</tr>
<tr>
<td>$k$-means-VQ  (baseline)</td>
<td>0.232</td>
<td>0.232</td>
<td>0.232</td>
</tr>
</tbody>
</table>

The diagram of VQ for speech spectrogram is shown in Fig. 5.
The baseline of this evaluation is a 36-bit vector quantizer that is based on k-means (denoted by k-means-VQ). Since it is unfeasible to implement the k-means method with 2^{36} clusters for 121-dimensional vector, the Partitioned VQ strategy is adopted. The 121-dimensional vector is partitioned into four sub-vectors, and each partition is allocated with a few of bits. The details of vector partition and bit allocation are shown in Table 1. The sub-vector 1–30 which contains relatively more speech information is allocated with more bits, and the sub-vector 91–121 which contains relatively less speech information is allocated with fewer bits. As there are totally more than 6 million frames in the training set, we randomly pick 0.1 million frames for the k-means clustering. This VQ system is implemented not only for comparison but also for training the proposed DNN-based VQ system (denoted by DNN-VQ).

A DAE with binary coding layer is also trained for comparison. Two methods are used to make the coding layer closer to binary: adding Gaussian noise to the input of the coding layer (denoted by DNN-AN), forcing the output of the coding layer to be binary (denoted by DNN-FB). The DAE architecture is 121-2048-2048-2048-2048-2048-121, which is illustrated in Fig. 3. The decoder network architecture is 36-2048-2048-2048-121, which is illustrated in Fig. 4. For the DNN-AN system, the mean of the added Gaussian noise is set to zero, and the standard deviation is chosen via cross-validation.

The average distortions (i.e., squared Euclidean norm defined in (2)) of different systems on the training set, validation set, and test set are listed in Table 2. The distortions of k-means-VQ on all data sets are identical, but those of the DNN-based VQ systems are not. This is because the DNN-based system is generally more likely to suffer from the overfitting problem. We use the early-stopping strategy to combat this problem by monitoring the model’s performance on the validation set. The results in Table 2 show that DNN-VQ significantly outperforms the baseline. In contrast, DNN-AN and DNN-FB underperform the traditional VQ system. This is because DNN-AN and DNN-FB are suitable for coding long frames (e.g., 9 frames in [7]), but unsuitable for short frames, which is the case in our experiment settings.

Then, we apply the de-normalization process to obtain the spectrogram and examine more details of the coding errors in terms of LSD across the frequency range. The average LSD results of each frequency bin on the test set are shown in Fig. 6. Clearly, DNN-VQ achieves the smallest LSD in most frequency bins. Especially, in the frequency bins 30, 60, and 90, the distortions of k-means-VQ increase dramatically, which is caused by the vector partition. The LSD results averaged over all the frequency bins are listed in the second column of Table 3. Compared with the baseline, DNN-VQ achieves a 4.6% lower LSD (from 5.44 dB to 5.19 dB).

Finally, we synthesize the time-domain speech signal and qualitatively examine the speech quality using SegSNR and PESQ. The results are shown in the third and fourth columns of Table 3. It can be clearly seen that, in comparison with the baseline, DNN-VQ achieves about 7.4% relative gain in terms of SegSNR (from 6.84 dB to 7.35 dB) and about 5.5% relative gain in terms of PESQ score (from 3.08 to 3.25).

Table 4

<table>
<thead>
<tr>
<th>VQ system</th>
<th>Vector dimension/ Coding bits</th>
<th>LSD</th>
<th>SegSNR</th>
<th>PESQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN-VQ</td>
<td>121/9</td>
<td>6.88</td>
<td>4.18</td>
<td>2.33</td>
</tr>
<tr>
<td></td>
<td>242/18</td>
<td>6.70</td>
<td>4.56</td>
<td>2.45</td>
</tr>
<tr>
<td></td>
<td>484/36</td>
<td>6.62</td>
<td>4.64</td>
<td>2.48</td>
</tr>
<tr>
<td></td>
<td>968/72</td>
<td>6.70</td>
<td>4.57</td>
<td>2.50</td>
</tr>
<tr>
<td>k-means-VQ (baseline)</td>
<td>121/9</td>
<td>6.89</td>
<td>4.18</td>
<td>2.33</td>
</tr>
</tbody>
</table>
Using DNN’s layer size to denote each layer, the DAE architecture for this evaluation is $121 \times N \times 2048-2048-2048-9 \times N \times 2048-2048-2048-2048-2048-2048$. That is, DAE’s the input/output layer’s size is $121 \times N$. The hidden layers’ size are $2048-2048-2048-9 \times N \times 2048-2048-2048$, in which the coding layer’s size is $9 \times N$. For example, when $N$ is 8, the input vector dimension is 968, and the coding layer’s size is 72. This makes sure the compression ratio is constant. The input of the decoder network is obtained from the 9-bit vector quantizer frame by frame. The data sets of this evaluation are the same as Section 5.2, but it should be noticed that the number of samples is divided by $N$ for the $N$ frames acoustic context. For instance, there are more than 6 million training samples when $N$ is 1, but there are only about 0.78 million training samples when $N$ is 8.

The results of quantizing multiple frames with constant compression ratio on the test set are shown in Table 4. Compared with the baseline, DNN-VQ has distinctly better performance, e.g., a 3.92% lower LSD (from 6.89 dB to 6.62 dB), an 11% higher SegSNR (from 4.18 dB to 4.64 dB), and a 7.3% higher PESQ (from 2.33 to 3.92). This is because there are more than 10 million parameters in the DNN model, but only 0.78 million training samples are available when the number of frames is 8. It can be expected that better performance can be attained when more training data are used.

6. Conclusion and future work

This paper proposed a novel DNN-based VQ method for coding high-dimensional vector with large codebook sizes. This method is derived via combining the traditional VQ technique and a DNN-based binary coding procedure. This combination ensures that the input of the decoder network is exactly binary and avoids the distortions induced by the binary coding layer in DAE. This method also has the capability to reduce the coding error of the traditional VQ system. Evaluation results on speech signal showed that, the proposed method can attain significantly better performance than the traditional k-means based method.

The proposed method would be preferred in many practical downstream applications, especially for ultra-low bit-rate speech coding [19], where coding high-dimensional vector with large bits is the exact requirement. We would like to integrate this technology into the mixed excitation linear prediction (MELP) coder [20] to improve the speech quality and obtain a further lower bit-rate coder.
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